
computers 
and people 

including Computer Graphics and Art 

July-August, 1984 
- Vol. 33, Nos. 7-8 

formerly Computers and Automation 

JHf Gff>RGf • ~ . 
S A 1 f TiiCttNICM. ~HTUf 

~ Mecoo Cove &t· lnter-;t7ir 

Mt!mnh1s Tf'nn1>-· 

Artificial Intelligence 
Applications for Business 

Walter Reitman 

What We Can Do to Avert 

Nuclear War 
Dr. William L. Ury 

Rescue Operations by Global 
Satellite Cooperation 

Vadim Orlov 

The Missing Applications of 
Computers and Reasoning 

Edmund C. Berkeley 

Avoiding Oversights in the 
Computer Acquisition 
Process 

Dr. Edward J. Lias 

Understanding the Computer 
Ray Hammond 

The Computer Almanac and 
the Computer Book of Lists 

Neil Macdonald 

,. COMPUTERIZED "FERTIGA TION" IN ISRAEL: PRESENCE VS. ABSENCE 

,, 

-· 



The Computer Almanac and Computer Book of Lists -

Instalment 37 
Neil Macdonald 
Assistant Editor 

82 TOPICS IN DATA COMMUNICATIONS IN A 
DEREGULATED NETWORK ENVIRONMENT 
(List 840701 ) 

What is a Data Communications System? 
Evolution 
Terminology and definitions 
Overview of system components and func

tions 

Carriers and Regulation 
Types of carriers 
State and Federal regulatory bodies 
Tariffs 
Impact of deregulation on users 
Interconnection I certification I regis-

tration 

Communications Media 
Types of conductors 
Why different conductors are required 
Carrier systems I interfaces 
What is a telephone channel? 
Analog vs. digital transmission 

Network Elements 
Dial services 
Dedicated I leased I private lines 
Point to point 
Half duplex vs. full duplex lines 

Modems and Modulation 
Why are modems needed? 
Types of modems -- limited distance I 

short haul I acoustic couplers I stan
dard I null I modem eliminators 

Amplitude I frequency I phase modulation 
compared simply -- channel interface 
adapter 

Multibit I hi-speed modulation 
Digital interfaces 
Bits per second I baud 

Modes of Operation 
Synchronous vs. asynchronous 
Modem training time 
Modem turnaround time 
Why faster is not always better 

Data Codes 
Code sets -- Baudot / BCD / EBCDIC I 

ASCII ~ etc. 
Control functions 
Format effectors 

Protocols 
What is a protocol? 
Handshake vs. line discipline -- Protocol 

I circuit matrix 
Bisync I asynchronous 
Examples of line controls 
Protocol converters I conversion 

Communications Message Format Requirements 
Header functions 
User text 
Trace information 
Third party network overhead 

Terminal Types 
Allocation of functions 
Uncontrolled I controlled 
Intelligent I programmable 
Selection criteria 

Multiplexers and Their Use 
Statistical I intelligent 
Modem sharing I port sharing 
Splitters I biplexers I duoplexers 

Networking Hardware 
Concentrators 
Message switches 
Front end processors 
Communications processors 
Control I routing 
Port selectors I line controllers 

Data Transmission Integrity 
Methods of error handling 
Echo checks 
Parity 
Forward error correction 
Data compression 
Encryption 

Telephone I Data Channel Impairments and 
Characteristics 

Bandwidth of telephone lines and frequen-
cies used 

What does the carrier look for? 
Types of impairments 
Error rates and their measurement 
Line conditioning and equalization 
Monitoring and test equipment I trouble 

isolation 
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Network Transaction and Application Types 
User oriented transactions 
Diagnostic transactions 
Distributed processing configurations 
Distributed data base configurations 
Load sharing 

System Design Considerations 
Centralization vs. decentralization 
Functional requirements for network design 
Capacity vs. throughput 
Response times 
Economic analysis & trade-offs 
Documentation 
Standards / procedures 
Evaluation and upgrade -of existing capa

bilities 

Operational Alternatives for the User Today 
Packet switching and others 
Transaction processing -- micro to main-

frame 
Satellite considerations 
Front end I back end configurations 
Rings I token passing 
Turnarounds I satellite delay compensation 
Cellular radio, Digital Termination Sys-

tems, Bypass 
Impact of micros and PCs 

(Source: based on a more detailed announce
ment of a course offered by Center for 
Advanced Professional Education, 1820 E. 
Garry St., #110, Santa Ana, CA 92705) 

33 MEMBERS OF THE EDITORIAL BOARD OF 
THE "JOURNAL OF LOGIC PROGRAMMING" 
(List 840702) 

J.A. Robinson, Editor in Chief, Syracuse 
Univ., USA 

K.A. Bowen, Syracuse University, USA 
M. Bruynooghe, Leuven University, Belgium 
K.L. Clark, Imperial College, UK 
W.F. Clocksin, Cambridge University, UK 
A. Colmerauer, University of Marseille, 

France 

V. Dahl, Simon Fraser University, Canada 
K. Fuchi, Institute for New Generation Com

puter Technology, Japan 
K. Furukawa, Institute for New Generation 

Computer Technology, Japan 
H. Gallaire, European Computer-Industry Re

search Ctr., West Germany 
A. Hansson, Uppsala University, Sweden 

P.J. Hayes, University of Rochester, USA 
H. Kanoui, University of Marseille, France 
J. Komorowski, Harvard University, USA 

P. Koves, Institute for Co-Ordination of 
Computer Techniques, Hungary 

G. Levi, University of Pisa, Italy 

J.W. Lloyd, Melbourne University, Australia 
F.G. McCabe, Imperial College, UK 
M. McCord, IBM -- T.J. Watson Research 

Center, USA 
C.S. Mellish, University of Sussex, UK 
J. Minker, University of Maryland, USA 

U. Montanari, University of Pisa, Italy 
T. Moto-oka, Tokyo University, Japan 
F. Pereira, SRI International, USA 
L.M. Pereira, Unive~sity de Lisboa, Portugal 
P. Roussel, Cyberlogic, USA 

E.Y. Shapiro, Weizmann Institute of Science, 
Israel 

E.E. Sibert, Syracuse University, USA 
P. Szeredi, Institute for Co-Ordination of 

Computer Techniques, Hungary 
S.A. Tarnlund, Uppsala University, Sweden 
M. van Caneghem, University of Marseille, 

France 

M.H. van Emden, University of Waterloo, 
Canada 

D.H.D. Warren, Quintus Computer Systems, 
Inc., USA 

(Source: announcement of the "Journal of 
Logic Programming", vol. 1, 1984, quarterly, 
published by Elsevier Science Publishing 
Co., Inc., PO Box 1663, Grand Central Sta
tion, New York, NY 10163, USA) 

2 ASSERTIONS ABOUT THE TOP-RANKING 
PROBLEM IN THE COMPUTER FIELD 
(List 840703) 

"Let us examine our attitude toward peace 
itself. Too many of us think it is impossi
ble. But this is a dangerous, defeatist be
lief. It leads to the conclusion that war 
is inevitable -- that mankind is doomed 
that we are gripped by forces we cannot con
trol. 

"We need not accept this view. Our prob
lems are manmade -- therefore they can be 
solved by man. And man can be as big as he 
wants. No problem of human destiny is be
yond human beings. Man's reason and spirit 
have often solved the seemingly unsolvable." 

John F. Kennedy, 1963, President, 
U.S.A. 

(please turn to page 24) 
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Artificial Intelligence 

8 Artificial Intelligence Applications for Business (A] 
by Walter Reitman, BBN Laboratories, Cambridge, MA 

Artificial Intelligence (Al) is no longer only an abstract 
field for researchers but a practical tool with business 
applications. Here is a brief description of its quarter
century history, what problems it focuses on, and its 
business successes so far. 

Computers and Nuclear Crises 

15 What We Can Do to Avert Nuclear War [A] 
by Dr. William L. Ury, Harvard Law School, Cambridge, MA 

Besides the need to rationally limit the number of 
nuclear weapons is the need to prevent people from 
making disastrous decisions starting a nuclear war. A 
way to prevent such decisions is for the United States 
and the Soviet Union to cooperate to establish crisis 
control centers, agree upon procedures in emergency 
situations, and train their national leaders to handle 
crises. 

Computer Applications 

12 Rescue Operations by Global Satellite Coop.eration [A] 

by Vadim Orlov, c/o Soviet Life Magazine, Washington, DC 
Rescuing airplane crash and shipwreck victims in many 
areas of the world has always been difficult, expensive, 
and often unsuccessful. Now through the cooperation 
of four nations (Canada, France, U.S.A., U.S.S.R.) res
cue efforts are becoming globally successful. New, 
cheap, Soviet-manufactured beepers can report the point 
of origin of a distress signal, and so help can be sent 
faster, more effectively, and with far less cost. 

1,5,26 Computers Manage Farms in Israel for Higher Efficiency 
by William J. Clark, Jerusalem, Israel 

27 

6 

Computerized Telescope Records 200,000 Star Positions 
in a Year 

based on a report in "The New Scientist", April, 1984 

The Missing Applications of Computers and Reasoning 
by Edmund C. Berkeley, Editor 

Computers and reasoning can be applied to help solve 
great problems; but to a large extent in the United 
States, this area is not being thought about, discussed 
in the media, or worked on. Yet other major countries 
have begun. Computer people here need to devote more 
thought, discussion, and understanding to the missing 
applications of computers and reasoning. 

[N] 

[N] 

[E] 

.. 

• 
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The magazine of the design , applications, and implications of 
information processing systems - and the pursuit of truth in 
input, output, and processing, for the benefit of people. 

Computer Acquisition 

21 Avoiding Oversights in the Computer Acquisition Process [A] 
- Part 1 

by Dr. Edward J. Lias, Sperry Computer Systems, Blue Bell, PA 
Buying computer and information systems can be as 
costly as constructing a new building, but is seldom 
as carefully planned. Here is a checklist of some over
sights to avoid when buying computers. 

Understanding Computers 

17 Understanding the Computer - Part 2 
by Ray Hammond, c/o Ticknor & Fields, New York, NY 

A British author presents the main history, properties, 
and future expectations for computers, and pays particu
lar attention to the contributions of Alan Turing. His 
early secret elec~ronic vacuum-tube computer enabled 
Britain to decipher at once nearly all the German 
secret messages in World War II. 

Lists Related to Information Processing 

2 The Computer Almanac and the Computer Book of Lists -
Instalment 37 

by Neil Macdonald, Assistant Editor 
82 Topics in Data Communications in a Deregulated Network 

Environment I List 840701 
33 Members of the Editorial Board of the "Journal of Logic 
Programming" I List 840702 

2 Assertions About the Top-Ranking Problem in the Computer 
Field I List 840703 

8 Assertions or Views About User-Friendly Software 
List 840704 

Computers, Games and Puzzles 

[A] 

[C] 

28 Games and Puzzles for Nimble Minds - and Computers [Cl 
by Neil Macdonald, Assistant Editor 

MAXIMDIDGE - Guessing a maxim expressed in digits 

or equivalent symbols. 
NAYMANDIDGE - Discovering a systematic pattern 

among random digits. 
NUMB LE - Deciphering unknown digits from arithmetical 
relations among them. 

Editorial Note: We invite articles on the subject of computers and 
nuclear weapons. Computers (and the computer people who work to 
make nuclear weapons work) are an essential ingredient of the nuclear 
evil. 

There will be zero computer field and zero people if the nuclear 
holocaust and nuclear winter occur. Every city in the United States 
and the Soviet Union is a multiply computerized target. Thought, 
discussion, and action to prevent this holocaust is an ethical imperative. 

- ECB 
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Front Co ver Picture 

The front cover shows dramatic
ally what a difference recent Israeli 
farming techniques and computeriza
tion can make. Drip irrigation pipes, 
managed by computer, help land in 
the left of the photograph to produce 
abundantly, while untended land to 
the right remains arid. The pipes de
liver water and water-soluble fertilizer 
in amounts and at times determined 
by computer. Th is "fertigation" 
method is one of many ways in which 
computers are helping Israeli farmers. 
For more information, see page 26. 

Announcement 

Since Sept. 1981, when we last in
creased our subscription price, the 
cost of printing, mailing and produc
ing "Computers and People" has risen 
continually. · Therefore, we now need 
to raise the subscription price. This 
increase will be effective Sept. 1, 1984. 
The new subscription rate will be: 
U.S.A., $18.50 for one year, $36.09 
for two years; elsewhere, please add 
$7.00 per year. 

To receive "The Computer Direc
tory and Buyers' Guide" issue also, 
please add $20.00 per year to your 
subscription rate in the U.S.A., and 
$23.00 per year elsewhere. 

Key 

[A] 
[C] 

[E] 
[EN] 
[F] 
[FC] 
[N] 
[R] 

Article 
Monthly Column 
Editorial 
Editorial Note 
Forum 
Front Cover 
Newsletter 
Reference 

Notice 
*D ON YOUR ADDRESS IMPRINT 
MEANS THAT YOUR SUBSCRIP
TION INCLUDES THE COMPUTER 
DIRECTORY. * N MEANS THAT 
YOUR PRESENT SUBSCRIPTION 
DOES NOT INCLUDE THE COM
PUTER DIRECTORY. 
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Editorial 

The Missing Applications of 
Computers and Reasoning 

Edmund C. Berkeley, Editor 

It is no longer difficult to apply com
puters and reasoning for the benefit of many 
organizations and groups in society, such as 
businesses, government, universities, the 
military. But there are very great problems 
in applying computers and reasoning for the 
benefit of all of society. 

Any one who reads the newspapers, listens 
to the radio, or watches television, becomes 
aware of hundreds of ways in which human so
ciety is struggling with unsolved problems. 
Here is a brief list of a few huge problems: 

•Nuclear war and nuclear winter. The 
amount of disaster, destruction, and freez
ing from even a small portion of exploded nu
clear weapons in the stockpiles of the na
tions will dwarf every former human tragedy. 

• Unemployment, waste of lifetime. In a 
great many countries, large fractions of the 
people are not able to find work in return 
for which they can subsist. 

•Oppression and destruction of liberty. 
According to the recent publication of Am.
nesty International, "Torture in the Eight
ies", 98 countries in the world use torture 
to compel people to submit to government, to 
suppress dissent. 

• Population expansion. The prospect of 
increasing population resulting in billions 
more of people -- "standing room only" -
is steadily approaching. 

•Environmental collapse. People every
where are converting million-year accumula
tions of forest, soil, minerals, oil, and 
more into piles of trash and waste. 

Computers can be applied to these huge 
problems of social concern. Just like pen
cil and paper. Just like the minds of peo
ple, their attention, and their emotions. 

But none of these useful attributes and 
accompaniments of intelligence are applied 
in the absence of drive, resolve, push, ac
tion. 

In an important article in the Feb. 1984 
"Scientific American", Nathan Keyfitz, pro
fessor emeritus at two universities, reports 
on how the Communist Party of the People's 
Republic of China is facing up to the prob
lem of population increase. China now has, 
per 1982 census figures, about 1.008 billion 
persons. The Party has also calculated that 
1.2 billion people is the carrying capacity 
of China, ·and has undertaken to control the 
increase of people. Measures include free 
contraceptiv~s, contracts of family planning 
for married couples,. rewards for one child 
families, punishments for families having 
too many children, and more. Certainly a 
tremendous amount of discussion, argument, 
teaching, suasion is going on in China about 
family and number of children. The problem 
is being faced. 

We do not find in the United States this 
sort of effort devoted to solving huge prob
lems. As if by design, a very great amount 
of the discussion here, the news, reports, 
broadcasts, speeches, deal with selling, 
buying, marketing, entertainment, events of 
momentary interest, and so on. This discus
sion does not seek to face problems of cri
tical importance and motivate solutions. 
It is as if an edict had been operating: 

•Distract. Confuse. Forget. 
• Let Big Brother decide. Only Big Bro

ther knows what is good for you. 
•If you are unhappy, listen to music, or 

play games, or watch television. 
• Let the days flow by -- you will never 

miss them. 
• If you are still unhappy, consult one 

of Big Brother's accredited psycholo
gists -- he will adjust you. 

There is a name for this sort of philoso
phy, program, guide to life: 

ABDICATION 

Another and much older name is: 

FATALISM 
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And another name is: 

SUCCUMBING TO LAZINESS 

And there are more names besides. 

But there are more than 150 countries in 
the world, and everywhere there are persons, 
even if in a minority, who welcome work on 
the important problems, become devoted, and 
do not say "Fate is against us." 

As Vadim Orlov says in an article in this 
issue on search and rescue using global sat
ellite~, communications, computers, and in
ternational cooperation: 

"The desire of governments, brilliant en
gineering know-how, and the global scope of 
the proposed solution permit the gaping 
,holes in the organization of rescue opera
tions to be filled for the first time in 
history. 

"The people of the twentieth century are 
not fatalists, and with their unity, will 
meet the challenge of the elements head on." 

It is difficult to feel proud of the gov
ernment of the United States when many other 
governments in the world, including the su
perpowers, the Soviet Union and the People's 
Republic of China, are dealing with massive 
projects of great human significance, like 
population control, and vast production of 
inexpensive beepers for global search and 
rescue operations -- while the U.S. seems 
to be concentrating on putting nuclear Per
shing and Cruise missiles into Europe, point
ed at the Soviet Union. 

What is needed instead is the cultivation 
of friendly relations and friendly under
standing of different cultures. No one can 
understand a country like the Soviet Union 
without remembering the 20 to 40 million 
Soviet people who died as a result of three 
wars, 1914-18, 1918-23, and 1941-45. No one 
can understand a country like Israel without 
remembering the 7 to 11 million deaths of 
Jews under Hitler's Nazis 1933-45. 

Computer people, who are leaders of a vast 
change in handling information, need to 
thi~k about and understand the missing appli
cations of computers and reasoning for the 
social benefit of humankind. • 

,--------- Advertisement ---------

Know Thy Enemy 

HOW TO PREVENT COMPUTER CRIME 

A Guide for Managers 

by August Bequai 

(Chapter 6 of this book was reprinted in the 
March-April 1984 issue of "Computers and 
People".) 

Written in clear, non-technical language, 
and filled with anecdotes and practical 
guidelines, "How to Prevent Computer Crime" 
is an indispensable source for every manager 
concerned with preventing and deterring 
computer-related crimes. 

To get to the heart of computer crime, we 
must first identify its underpinnings: the 
otherwise "good" employees who lack a strong 
sense of values, the situations that prove 
conducive to crime, and the society that al
lows it to happen without serious reprisal. 
"How to Prevent Computer Crime" presents a 
clear overview of the problem -- its politi
cal, social, and economic genesis and impact 
-- and how we can avert it. 

August Bequai, the former chairman of the 
Federal Bar Association's Subcommittee on 
White Collar Crime, defines the scope of the 
problem, the types of crimes that are and 
can be committed with computers, and why 
this particular form of technology lends it
self very readily to crime. He supplies us 
with a psychological profile of the comput
er felon (it will probably surprise you), 
motives for illegal conduct (not necessarily 
what you'd expect), and explanations of why 
the victims of computer crimes are usually 
very reluctant to prosecute. Bequai dis
cusses the tools that are available to man
agement to stop the computer thief, manage 
an audit, establish an EDP security program, 
and investigate computer rip-offs. And he 
offers new insights into such novel problems 
as the theft of high technology, industrial 
espionage and sabotage, and takeover at
tempts. 

308pp. ISBN 0 471 09367-X 

To order call: 1 800 526-5368 
In New Jersey call: (201) 342-6707 

John Wiley & Sons, Inc. 
P.O. Box 092 
Somerset, New Jersey 08873 

$27.95 
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Artificial Intelligence Applications 

For Business 
Walter Reitman 
Artificial Intelligence Dept. 
BBN Laboratories 
Cambridge, MA 02238 

"For many very practical people, artificial intelligence is no longer 

science fiction. Like space, it has begun to be part of the real 

world." 

This article is based on Chapter 1 of the book "Artificial 
Intelligence Applications for Business" by Walter Reitman 
and 21 other authors published by and copyright © 1984 
by Ablex Publishing Corp., Norwood, NJ 07648, and is re
printed here with permission. The references in this article 
to all later chapters have been omitted here for the sake of 
concentrating on ideas. 

Contents 

Pref ace 

1 Artificial Intelligence Applications for 
Business: Getting Acquainted I Walter 
Reitman 

2 Building Expert Systems I John McDermott 

3 Knowledge-Based Expert Systems: The Buy 
or Build Decision I Harry E. Pople, Jr. 

4 Expert Systems: Matching Techniques to 
Tasks I B. Chandrasekaran 

5 Coupling Expert Systems with Database 
Management Systems I Matthias Jarke and 
Yannis Vassiliou 

6 Databases, Expert Systems, and PROLOG I 
Adrian Walker 

7 AI and Decision Making: The PROSPECTOR 
Experience I Richard 0. Duda and Rene 
Reboh 

8 Using Expert Systems to Manage Change and 
Complexity in Manufacturing I Dennis E. 
O'Connor 

9 The Industrialization of Knowledge 
Engineering I Frederick Hayes-Roth 

10 Natural Language Interfaces: What's Here, 
What's Coming, and Who Needs It I 
Madeleine Bates and Robert J. ·Bobrow 

11 Natural Language Communication With 
Machines: An Ongoing Goal I William A. 
Woods 

12 In Response: Next Steps iri Natural Lan
guage Interaction I Bonnie Lynn Webber 
and Tim Finin 

13 Natural Language Processing in the Com
mercial World I Steven P. Shwartz 

14 Advisory Systems I Roger C. Schank and 
Stephen Slade 

15 Market Trends in Artificial Intelligence 
I Howard Austin 

16 The Artificial Intelligence Tool Box / 
Beau Sheil 

17 Integrating Vision and Touch for Robot
ics Applications / Ruzena Bajcsy 

18 Managing the Acquisition of an AI Capa
bility: Some Observations, Sugges
tions, and Conclusions I Walter 
Reitman 

In finding out how artificial intelli
gence can be applied in business, it helps 
to begin with some background. What is arti
ficial intelligence? Who does it, and why? 
How did it get to where it is today? What 
kinds of problems does it deal with? What 
has it produced so far? 

The business world has become interested 
in artificial intelligence both as a new way 
of approaching old problems, and as a tool 
for doing things that could not have been 
done before. The best known examples are 
natural language interfaces and expert sys
tems. But other, less visible, applications 
may prove equally important. 

Introduction to Artificial Intelligence 

The first part of this introduction out
lines a few main themes, goals, and histor
ical trends in artificial intelligence (AI), 
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and makes some educated guesses about how 
AI applications for business are likely to 
develop over the near future. 

One thing to realize about AI is that it 
is not really so novel as today's newspaper 
and magazine coverage might suggest. The 
first published AI papers appeared almost 
thirty years ago, and interest in AI appli
cations has waxed (and waned) several times 
since then. Current attempts to develop 
AI applications certainly are much broader 
and more intensive than any previous ones, 
and though reach may once again exceed 
grasp, no one this time expects AI to revert 
to its former status as an academic curios
ity. Yet if AI applications are here to 
stay, it is not primarily because of any ra
dical new achievements in AI itself. All 
the hard old problems are still there. In
stead, the conditions have changed. The 
universities now have produced sufficient 
numbers of skilled, experienced AI research
ers to make business investment in human AI 
resources feasible. Senior people in the 
field have become deeply involved in the 
marketing and funding of AI applications. 
Radically decreased computing costs now make 
AI applications economically viable. And 
finally, we are seeing what in the language 
of the seventies would be termed a general 
raising of consciousness in the business 
and financial communities about the poten
tial benefits of more intelligent hardware 
and software. For many very practical peo
ple, AI is no longer science fiction; like 
space, it has begun to be part of the real 
world. 

The next thing to realize about artifi
cial intelligence is that it is a child of 
very mixed parentage. 

Scratch an AI applications knowledge en
gineer and you may find a computer scientist 
with a background in the theory of algorith
ms, a psychologist trying to understand how 
people see patterns or solve problems, a 
linguist interested in subtle points of 
grammar, or even a logician-philosopher 
whose ambition is to express all knowledge 
in a predicate calculus. Add to this the 
normal variations in human temperament, from 
the wild-eyed optimist who sees the distant 
future around each corner, to the pessimist 
who can't see anything going anywhere, ever, 
and you begin to see why the AI applications 
arena is as lively and confusing as it is. 

In trying to understand AI, it also helps 
to know a bit about how it has developed. 

We can usefully recognize three main stages 
of development: 

Stage 1 Conceptual Analysis 1955-69 
and Small Systems 

Stage 2 Prototype Systems 1970-80 

Stage 3 Commercial Applica- 1981-
tions 

The overwhelming fact of life of the 
first stage, from 1955 through about 1969, 
was the limitation on computer resources. 
In a day when 4000 words of core memory was 
all you had, it is easy to understand why 
conventional computer scientists shook their 
heads at the first list-processing language, 
which sacrificed as much as half the avail
able memory in order to link up data ele
ments into free-format dynamic structures. 
Because of computational restrictions, lim
ited systems were all you could hope for. 
The trick was to decide whether any given 
system blazed the beginning of a potential
ly promising trail, or instead led to a 
dead-end. 

Though these limited systems usually had 
little practical value, they did serve two 
important purposes. They demonstrated the 
feasibility of artificial intelligence, and 
they provided ground for some very sophis
ticated analyses of basic issues. 

Stage 2 in the evolution of artificial 
intelligence saw the first significant pro
totype systems, notably in the area of na
tural language processing. Winograd's sys
tem was restricted to a simple toy world, 
and Woods's LUNAR program was limited to 
data on the composition of moon rocks. But 
within their restricted domains, both were 
remarkably good at understanding and answer
ing quite complex questions in ordinary Eng
lish. As these examples suggest, much of 
the technical base for today's stage 3 ap
plications was laid down during the 1970s. 

Results So Far 

Another approach to understanding arti
ficial intelligence is to ask what it has 
produced so far. One answer, in very broad 
outline is: 

Programming languages and programming 
environments 

- General methods, concepts, and technical 
tools 
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- Explorations of fundamental problems 

- Vehicles for representing complex, non
numeric knowledge 

- Systems that actually do useful work 

We may begin with the programming lan
guage LISP. 

LISP has several features that make it a 
natural tool for AI work. It allows uncon
strained tree structures. Thus the program
mer never need specify, or even know in ad
vance of execution, exactly what his or her 
data structures are going to look like. 
LISP was designed to facilitate the symbolic 
or nonnumeric data processing essential to 
artificial intelligence systems. It uses 
the same basic representation for program 
and for data, thereby making it easy to treat 
one and the same data structure as something 
to be analyzed or to be run. LISP also pro
vides a good basis for defining higher-order 
knowledge representation formalisms, e.g., 
frames. And, finally, the typical LISP in
stallation provides a highly interactive and 
extremely powerful development environment. 
This makes it a great deal easier to explore 
and modify ideas and to develop new systems 
than is the case when working in a language 
like PASCAL. 

Much less visible than LISP, but almost 
as important, are the general methods, con
cepts, and technical tools AI researchers 
have developed. These include procedural 
ideas, such as matching, backtracking, gen
erating and testing, as well as knowledge in 
depth about key technical problems and what 
to do about them. 

Take the problem of dependencies, for ex
ample. If we are trying to improve our a
bility to play chess, we have to be able to 
relate the ultimate outcome of a game to 
events occurring much earlier in the course 
of play. If we are trying to program a plan
ning system for a robot, it must be able to 
work its way back from dead-end plan out
comes to earlier hypothetical states of af
fairs. And if we are attempting to build an 
expert system that can explain its conclu
sions, it must be able to relate intervening 
states in the reasoning process to one an
other. 

In the earlier stages of Al's development, 
such problems tended to be dealt with in iso
lation. Gradually, however, researchers be
came aware of the common elements underly-

ing the particular cases. As they did so, 
they began to build up a body of concepts, 
for example, the notion of "truth mainten
ance," together with collections of general
ized methods for dealing with the common 
problem in whatever context it appeared. 
This in-depth knowledge of general problems 
and what to dG about them has become a basic 
element of the analysis and design aspects 
of "knowledge engineering." 

Even in areas where much less progress 
has been made, AI investigators have de
veloped a substantial informal · understanding 
of the basic problems underlying the discip
line. Learning and adaptation are a case in 
point. Although there are no generalized 
AI learning systems in any useful practical 
sense, investigators have learned a great 
deal about what the problems are, and have 
built up useful techniques for some inter
esting special cases. Here as elsewhere, 
basic and applied AI research are linked. 
The basic researcher needs to understand the 
hard problems in order to solve them event
ually, and the applied researcher needs to 
understand them in order to avoid them while 
developing systems for immediate practical 
application. 

One of the important ways in which AI sys
tems differ from conventional computing is 
that they usually deal with "knowledge" in 
addition to "data" or "information." And 
one of the most significant outcomes of AI 
research is the collection of vehicles it has 
created for representing knowledge. These 
include logic-based formalisms, rule-based 
production systems, frames and schemas, pro
cedural representations, and even analogical 
vehicles. What exactly these terms refer to 
in any particular case is not something we 
want to get into here. But there is a re
lated practical problem: how to select from 
the repertoire of knowledge representations 
the most likely to be appropriate for a 
given applications problem. 

Al Applications Areas for Business 

For many, of course, the most interesting 
and important results to come out of AI are 
the individual applications possibilities it 
has produced. 

Probably the most visible AI applications 
programs are the expert systems. A really 
expert expert is by definition a rare bird, 
and from his employer's point of view he has 
drawbacks. He can get sick, or die, or be 
bought off by a competitor. Thus, replacing 
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the human expert with an expert program, 
something that will work reliably round the 
clock, and can be replicated at will, is ob
viously a very attractive idea. But figur
ing out how to do that is much less obvious. 

We referred earlier to two old AI systems 
that were able to handle natural language in
quiry. These days, the building of natural 
language systems and interfaces for commer
cial use has become another quite active AI 
applications area. These systems use a va
riety of approaches. 

Mariy expert systems have been built, but 
few have been exposed to the kind of inten
sive in-house testing given an expert system 
called Rl, which is a configurer for assem
bling, coordinating and completing orders of 
VAX computing systems received by Digital 
Equipment Corp. Rl is one of the very few 
expert systems that actually works day in 
and day out in an industrial setting, with 
no ifs, ands, or buts. 

Database formalisms sometimes are viewed 
as knowledge representation schemes, but they 
are much more restricted, and restrictive, 
than the AI varieties mentioned above. Fur
thermore, if they are to be used really ef
fectively, most of the intelligence typical
ly has to be supplied by the user. But cur
rent database technology is a very well
established part of today's management infor
mation systems (MIS). Thus it becomes inter
esting and important to investigate how AI 
techniques might be applied to improve data
base usage and performance. 

Decision support systems are another pro
minent feature of the current MIS landscape. 
They range from simple Visicalc models all 
the way to the huge integrated systems used 
by large corporations to assist in capital 
budgeting and planning. 

Finally, no survey of the reasons for 
business interest in AI would be complete 
without some discussion of robotics. In 
particular, fu·ture developments in robotics 
are likely to draw very heavily upon AI re
search in perception and planning. 

Trends for the Future 

Every discussion of AI applications 
should have a few guesses about trends for 
the future and what happens next. And here 
are mine: 

- Funding 

- Understanding the strengths and weaknes
ses of expert systems 

- Towards intelligent assistants 

- The reemergence of no-holds-barred AI 
systems. 

Unattributed diffusion 

As for ' funding, we can distinguish three 
distinct sources: First, large corporations 
will increasingly fund AI groups, either as 
distinct ent~ties, or else as part of ex
panded aIJ.4 . redefined information systems 
staffs. 

Second, we also will see more AI software 
houses, backed by venture capital from vari
ous sources. These will be staffed with 
smart systems people who have the advantage 
of their familiarity with the new AI con
cepts and tools. Remember, however, that in 
the last analysis they are building and mar
keting software. Thus we should expect them 
to follow the same developmental paths and 
be subject to the same market forces and 
market opportunities as other software de
velopers and suppliers. 

Finally, the last main source of funds is 
the government, in particular through such 
agencies as DARPA and the R&D funding units 
of the military. The amounts and the prob
lems targeted no doubt will vary with chang
ing political and economic conditions, and 
the relative magnitude of government funding 
may decrease as the private sector funding 
of AI applications grows. But in view of 
the perceived importance of AI to the mili
tary, and to the national economy generally, 
we should expect this source to stay strong. 

As experience with various types of AI 
applications grows, so should our understand
ing of their strengths and weaknesses. When 
we consider a potential expert system appli
cation, for example, we should now know 
enough to ask at least the following ques
tions. (a) How rare are solutions to the 
problem, and how are they distributed? (b) 
How decomposable is the problem? (c) How 
formalizable is the knowledge? How much 
is rule-based? (d) How difficult is it to 
acquire the knowledge? (e) How much noise, 
or error, is there in the knowledge base? 
Rl, for example, may work as well as it does 
because acceptable VAX configurations are 
not particularly rare, because the configu
ration problem is highly decomposable (at 
least once you have figured out how to do 
it), and because all of the requisite know-

(please turn to page 25) 
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Rescue Operations by Global 

Satellite Cooperation 
Vadim Orlov 
c/o Soviet Life Magazine 
1706 18th St., NW 
Washington, DC 20009 

''Ask any radio operator - who among them has not experienced 

tense moments when the silence of the emergency frequency is 

suddenly disrupted by a desperate SOS coming from a distant 

oceanic expanse or tundra area?" 

Reprinted with permission from the April 1984 issue of 
Soviet Life Magazine. 

Three Airplane-Crash Victims in Canada Survive! 

In the history of rescue operations, the 
fall of 1982 is regarded as the beginning of 
a new era. One dramatic rescue occurred in 
September 1982 when three Canadians flying a 
light Cessna-172 that had crashed in British 
Columbia, Canada, were rescued. It was the 
first operation of its kind to use an arti
ficial Earth satellite to locate an accident 
site. 

The satellite in question was the Soviet 
Union's Cosmos 1383, and its launching in 
the summer of 1982 signaled the start of a 
global service providing aid to people in 
distress. 

Rescuing the three Canadians was espe
cially critical because the aerial search 
undertaken immediately after the plane dis
appeared brought no results. However, the 
signals of their emergency radio buoy were 
fortunately intercepted in orbit and a res
cue party was able to find them. The crash 
victims all sustained serious injuries -
one had even slipped into a coma -- but 
tragedy was avoided. 

"British Columbian Air Crash Victims Owe 
Their Lives to Soviet Sputnik," "Soviet 
Sputnik Has a Good Ear" and "The COSPAS
SARSAT System Proves Its Usefulness" were 
the news headlines of the day. "Time" mag
azine even referred to the incident as a 
miracle of the space age, and the Soviet 
sputnik, which had the prosaic serial num
ber 1383, a hero. 

International Rescue Project: U.S.S.R., U.S.A., 
Canada, France 

However, to communications experts in 
four countries -- the USSR, the U.S., Can
ada and France -- it was no surprise. For 
several years they had been implementing the 
international rescue project COSPAS-SARSAT. 
COSPAS is the acronym for the Soviet part of 
the satellite system used in search and res
cue work. It is completely analogous to the 
American, French and Canadian SARSAT (Search 
and Rescue Satellite-Aided Tracking) system. 
Both parts of the project can act independ
ently or hook up and work as a single unit 
because of the well-coordinated technical 
capabilities. And it is now a reality 
thanks to a quadripartite intergovernmental 
agreement. 

25,000 Ships Sailing Every Day 

What did the creators of the program base 
their project on? On statistics. Every day 
some 25,000 ships sail the world's oceans 
and seas. Ships belonging to the Soviet 
Union's merchant fleet alone visit 120 coun
tries and call at over 1,400 ports. In ad
dition air travel has reached an exception
ally high level. 

Unfortunately, with the increased air and 
sea traffic the possibility of an accident 
cannot be precluded. Just ask any radio 
operator. Who among them has not experien
ced tense moments when the silence of the 
emergency frequency is suddenly disrupted 
by a desperate SOS coming from a distant 
oceanic expanse or tundra area? 

2000 Shipwrecks Per Year 

The tragedies are numerous, and people 
have always shuddered when they spoke about 
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them. The stories today are, perhaps, be
coming even more horrifying. Only a part of 
the sad statistics are the nearly 2,000 
shipwrecks annually. Also, often a disaster 
at sea or in the air hits unpredictably and 
suddenly. In approximately one per cent of 
the cases the victims do not have time to 
radio a distress signal. Even if one is 
sent, the radius of commonly used emergency 
transmitters does not exceed several hund
red miles. In addition, the coordinates of 
a disaster cannot always be accurately de
termined, and the search sometimes is fatal
ly delayed. The amount of time a person can 
survive in the ocean is generally considered 
to be only three to seven hours. 

Distress Signals Received by Satellite and 
Retransmitted to ... 

Fortunately, a distress signal can be re
ceived by satellites in orbit immediately 
despite the region from where it originates. 
Working jointly, the experts from four coun
tries decided that low-orbit satellites are 
best suited for this purpose. They reason
ed that the distress signal would certainly 
reach one satellite at least. Capable of 
receiving up to 200 of such signals, the 
satellite can retransmit them to one or even 
several receiving stations. Since the sta
tions are all interlinked, the signals 
quickly reach the particular national res
cue services. 

Reception Stations in Moscow, Toulouse, Ottawa, 
and 3 U.S. States 

The global concept became reality when 
a network of ground receiving stations was 
set up. One of these facilities is located 
in Moscow's Teply Stan district. Rescue 
satellite-aided tracking equipment has been 
installed there. Any incoming information 
is displayed on the screens of visual moni
toring devices. At the same time it is au
tomatically recorded on paper. The equip
ment can process up to 10 distress signals 
during one passage of the satellite. A com
puter then locates the coordinates of the 
site. 

Similar stations in the SARSAT system 
have been built in Toulouse, France; in 
Alaska, California and Illinois; and in Ot
tawa, Canada. Thanks to a common language 
-- a kind of "electronic" Esperanto -- dis
tress signals are understandable to all op
erators in the global search and rescue sys
tem. As previously mentioned, the system 
began functioning in the summer of 1982 with 
the launching of Cosmos 1383. On March 24, 

1983, a second Soviet satellite, Cosmos 1447, 
joined the system and on March 28, 1983, a 
third orbital craft, this time one belonging 
to the United States, was added. Experts 
agree that the COSPAS-SARSAT system has en
tered a stage of demonstration and assess
ment. Its beginning was a complete success 
and subsequent events have confirmed its 
usefulness and effectiveness (see the par
tial list of rescue operations during the 
period from September 10, 1982, to April 26, 
1983, which follows). 

Countries Asking to Join: Norway, Sweden, Finland 
Britain, Japan 

Interest in the rescue system has grown 
and now other countries, including Norway, 
Sweden, Finland, Great Britain and Japan, 
have asked to join. For example, Norway has 
already built its own receiving station at 
Tromso. The following story reveals what 
this system means for individual people. 

The Story of the Trimaran GONZO 

When three American sailors began their 
dangerous voyage across the North Atlantic 
Ocean, they were prepared for any situation. 
But they never thought that their lives 
might depend on a Soviet COSPAS-SARSAT sat
ellite. In the early part of October 1982 
the three men set sail from a port on the 
coast of North America for Great Britain in . 
a 15-meter trimaran the "Gonzo", which had 
been designed and built by one of the men. 
The purpose of the trip was their subsequent 
participation in a trans-Atlantic race. 

Not too long into the voyage, just 300 
miles off the far eastern extremity of the 
U.S., their trimaran capsized during a heavy 
storm. The members of the crew weren't too 
frightened by the accid~nt because they were 
all seasoned sailors. And within a half an 
hour they had put on their survival suits to 
avoid exposure. 

One of the men located an emergency radio 
buoy on the overturned craft and switched it 
on. The first person to hear the signal 12 
hours after the mishap was a pilot of an 
American airplane on a routine flight from 
New York to Madrid, Spain. After approxi
mating the distance from the distress sig
nal with his radar, the pilot reported the 
location to an air traffic control center 
on Long Island, New York. Twenty-eight min
utes later another pilot reported receiving 
a distress signal, but his coordinates dif
fered from the previous ones by about 300 
miles. Both signal locations were forward-

COMPUTERS and PEOPLE for July-August, 1984 13 



ed to a coordinating rescue center of the 
U.S. Coast Guard. 

The COSPAS-SARSAT satellite system was 
already in a trial stage so the U.S. Coast 
Guard sent a request to the American center 
of the system located at Scott Air Force 
Base to check whether the Soviet satellite 
Cosmos 1383 had received the distress sig
nal. Indeed, the satellite had received the 
signals from the "Gonzo" radio buoy as the 
satellite passed over the site and by that 
time it had -already determined the "Gonzo' s" 
whereabouts five times. Now the difference 
between the coordinates was less than SO 
miles. The relatively low accuracy in deter
mining the coordinates, which, nonetheless, 
proved sufficient to find the people in dis
tress, was explained by the faintness of the 
buoy's radio signal and choppy seas. 

When the whereabouts of the trimaran were 
determined, the U.S. Coast Guard asked all 
ships in the vicinity of the craft to go to 
its aid. The first ship to respond was the 
U.S. tanker, the "California Getty". It 
changed its course and set out toward the 
"Gonzo". Then an American container carrier, 
the "Ace", headed for the area. The U.S. 
Coast Guard ship "Vigers", which was 85 
miles west of the Trimaran, also received an 
order to go to the craft. _ All three sailors 
were brought aboard this vessel. About 31 
hours had elapsed since the accident, but 
only 18 hours since the start of the search 
and rescue operation. 

''The people of the 20th century are not fatalists." 

The COSPAS-SARSAT system will be fully 
operative soon. The desire of governments, 
brilliant engineering know-how and the glob
al scope of the proposed solution permit the 
gaping holes in the organization of rescue 
operations to be filled for the first time 
in history. The people of the twentieth 
century are not fatalists and with their 
unity, they will meet the challenge of the 
elements head on. 

Some Expert Opinions of COSPAS-SARSAT 

Experts from different countries believe 
that the international space search and res
cue system has proved its usefulness. 

Yevgeni .Atserov, chairman of Morsvyazsput
nik and director of COSPAS: Until recently 
a reliable system for search and rescue op
erations at sea has been technically un-

feasible. Artificial Earth satellites on 
duty in orbit have opened up such an oppor
tunity. In addition, to provide a ship in 
distress with prompt aid its precise loca
tion is needed, but this has not always been 
possible to ascertain. The solution to this 
problem is the COSPAS-SARSAT program. 

Thomas E. McGunigal, program manager of 
SARSAT: By October 15, 1983, 86 inhabitants 
of North America and Western Europe had been 
rescued with the aid of this space system. 
As a rule, they were pilots and passengers 
of small aircraft or people in tiny vessels 
and pleasure and other boats. It is pre
cisely to Cosmos 1383 that most of the res
cued citizens of our country and Canada owe 
their lives. 

Donald McKinnon, Canadian representative 
in the International Coordination Group for 
COSPAS-SARSAT: Before COSPAS-SARSAT was put 
into operation, we spent over 130 million 
dollars on search and rescue operations an
nually. Our share in the present project 
is 11 times less. Such is the economic as
pect of the project. 

Vladimir Nakaryakov, director general of 
Yeniseineftegazgeologia: Providing geologi
cal exploration groups working in the tundra 
-- especially under conditions of the polar 
night -- the taiga, the mountains and the 
deserts with special radio buoys has made 
their jobs safer and has saved hundreds of 
thousands of rubles that had been spent an
nually on unforeseen search and rescue oper
ations. 

Mass Production of Improved Radio Buoys 
in the USSR 

Erlen Pervyshin, USSR Minister of the 
Communications Equipment Industry: The bea
con of hope for people in distress is the 
new radio buoy that is already in mass pro
duction at Soviet factories. This device 
weighs only 4.5 kilograms, but it has two 
transmitters. One of the transmitter's sig
nals determines the coordinates of the dis
aster site and transmits encoded reports 
about the type of accident, the national 
identity of the plane or ship, and so on. 
The other broadcasts signals on the conven
tional emergency frequency of 121.5 mega
hertz and orients rescuers to the area in 
bad weather or at night. 

Partial List of Achievements 

Cosmos 1383 has been on orbital duty since 
July 1, 1982, Cosmos 1447 since March 24, 

(please turn to page 25) 
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What We Can Do to Avert Nuclear War 

Dr. William L. Ury 
Program on Negotiation 
Harvard Law School 
Cambridge, MA 02138 

"The greatest danger now is not the weapons but people making mistakes." 

Editorial Note: This important article was published March 
25, 1984, in "Parade". We are fortunate to be able to re· 
print it with the permission of Dr. Ury. 

Two Sources of Nuclear War 

Nuclear war can happen two ways: by cool 
calculation or by runaway escalation. The 
public debate and official discussions dwell 
mostly on war by design. Yet, unintended 
war through the uncontrolled escalation of a 
crisis is by far the more likely scenario. 
To prevent nuclear war, we need arms control; 
but just as much, we need crisis control. 

Today, the United States and · the Soviet 
Union each has marshaled enormous military 
forces poised to strike. Fearing total mu
tual destruction, the two sides are talking, 
but gingerly, suspiciously, and sometimes 
very little. The truce has lasted more than 
30 years, but at any moment an accident, a 
miscalculation or a regional conflict could 
trigger the war no one wants. 

Focus on Weapons 

Fascinated by the awesome destructiveness 
of a nuclear bomb, we have focused on the 
weapons themselves. Should we freeze them? 
Should we reduce them? Should we even in
crease them? Yet, with 50,000 weapons in the 
arsenals, even a radical reduction to half 
would not save us if war broke out. It would 
take only a few hundred to destroy America, 
if not the world. 

Focus on Mistakes 

The greatest danger now is not the weap
ons, but people making mistakes. We can sta
bilize the weaponry so that no ·sane leader 
deliberately starts a nuclear war, but, in 
times of intense crisis, can we control the 
human factors of miscommunication, miscalcu
lation, stupidity, panic and organizational 
snafus? 

Too many paths exist by which an unexpect
ed nuclear crisis could erupt -- and they are 
gradually multiplying. The superpowers could 
become embroiled in their friends' wars, as 
in the Middle East. Missiles might be fired 
by accident or without authorization. A 
"mad" leader with a few atomic bombs, believ
ing that his nation or terrorist group would 
be better off without the superpowers, might 
detonate a bomb in an American city, hoping 
thereby to trigger a Soviet-American ex
change. Perhaps most dangerous is the sce
nario no one foresees. 

Wise Decisions 

The most serious threat in such a crisis 
is not to American and Soviet military capa
bilities, but to each side's capacity to 
make wise decisions. To improve that capac
ity is the task of "crisis control." 

The existing Washington-Moscow hotline 
(first proposed in the pages of "Parade") is 
one important step for crisis control. But 
we need to build further on its success. 

In September 1982, the U.S. Arms Control 
and Disarmament Agency asked a group of spe
cialists at Harvard, including Dr. Richard 
Smoke and myself, to study past U.S.-Soviet 
crises and to suggest better ways of con
trolling them. We asked ourselves: If you 
were an American (or Soviet) leader as a cri
sis broke out, what would you wish you had 
discussed beforehand, with the other side, 
so as to ensure both sides reached a wise 
decision? Let me describe three crisis con
trol measures our report suggested for the 
government's consideration. 

Crisis Control Center 

If a nuclear bomb suddenly destroyed San 
Francisco, American suspicions would fasten 
immediately on the Soviet Union. Feelings 
of outrage, calls for immediate retaliation 
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and expectations of further nuclear attacks 
might drive the world toward war. But the 
bomb might have been detonated by a terrorist 
group, a third nation or even by accident. 
In such cases, American leaders would want 
proof, and the Soviets would surely want to 
cooperate. No one would want to go to war 
over a mistaken assumption. 

The hotline might be inadequate for the 
delicate tasks of interpreting and authenti
cating information. We would be much safer 
if there existed a group of highly trained 
military and diplomatic experts from both 
sides who knew each other and had prepared 
intensively together for just such a crisis. 
Hence the usefulness of a U.S.-Soviet crisis 
control center with headquarters in Washing
ton and Moscow, each staffed around the clock 
with American and Soviet experts. 

Crisis Prevention 

Even better than crisis control is crisis 
prevention. At such a center, the United 
States and the Soviet Union could share in
telligence and even act jointly to prevent 
nuclear terrorism or a nuclear attack from a 
third nation. It is not only possible; it 
has already been done. In August 1977, the 
Soviets tipped off the U.S. government that 
South Africa was planning to test a nuclear 
device. A strong but quiet American protest 
followed, and no test took place. 

The center enjoys bipartisan support. 
The late Sen. Henry M. Jackson of Washington 
proposed the idea almost two years ago, and 
Sens. Sam Nunn of Georgia and John Warner of 
Virginia recently released a report urging 
the Reagan Administration again to consider 
such a center. 

Only One Assumption Needed: They Are Not 
Madmen and Will Act in Their Own Interests 

No idea is without problems. A crisis 
center could be misused for intelligence 
gathering or deceiving the other side. 
Clearly the arrangement should not depend on 
goodwill, for we are engaged with the Soviets 
in a global contest involving strong, con
flicting interests. But, as Senator Nunn 
said: "You don't have to trust the Russians 
to do this; you only need to make an assump
tion that they are not madmen and they will 
act in their own interests." 

Presidential Crisis Control Exercise 

The most important decision that the Pre
sident of the United States would ever make 

would come during a severe crisis with the 
Soviet Union. The fate of billions may rest 
on his decision. There is, moreover, no 
second chance. Yet the President receives 
very little preparation for his critical 
role in controlling a nuclear confrontation. 

Perhaps the simplest way to pass on the 
lessons of past crises and to prepare for 
future ones would be for the President to 
immerse himself, possibly over a long week
end, with his closest advisers. National 
security experts and former government offi
cials with experience in crises could brief 
the President. The participants might also 
engage in a "crisis game," a simulation of 
an emerging U.S.-Soviet confrontation. If 
a crisis were later to break out, those 
three days might be the most valuable week
end the President -- or anyone -- ever spent. 

"Incidents in the Air": Agreement 

The terrible downing of Korean Air Lines 
Flight 007 some months ago raises several 
sobering "what ifs." What if the Soviets 
had attacked an American airplane? What if 
the attack had come during a time of acute 
international tension? 

Could this trigger a war? Unlikely. Is 
it possible? Yes. World War I began with 
the assassination of Austrian Archduke Fer
dinand at Sarajevo in June 1914. Today, as 
two hostile superpowers confront each other 
around the globe, the potential accidental 
triggers multiply. How can we create safety 
mechanisms to avoid a nuclear Sarajevo? 

"Incidents at Sea": Agreement 

In 1972, concerned by the growing number 
of collisions and near-misses between Ameri
can and Soviet naval vessels, the two navies 
reached an agreement on ship-to-ship signals 
for avoiding and coping with these dangerous 
incidents. Under this Incidents at Sea 
Agreement, naval officers from both nations 
meet every six months to review the process. 
This low-profile professional communication 
goes on even at times of high tension. Many 
fear that we cannot work with the Russians. 
The truth is we already are doing so. 

Why not an Incidents in the Air Agreement 
to prevent and cope with accidental foreign 
intrusions into national airspace? Even giv
en Soviet paranoia and blunders, these 
agreed emergency procedures might have pre
vented the Korean Air Lines disaster. 

(please turn to page 20) 

16 COMPUTERS and PEOPLE for July-August, 1984 

+ 
\,. 



Understanding the Computer 

Ray Hammond 
c/o Ticknor & Fields 
52 Vanderbilt Avenue 
New York, NY 10017 

-Part 2 

nAlan Turing was to the computer what J. Robert Oppenheimer 

was to the atomic bomb ... but by a cruel quirk of history 

Turing's contribution is still largely unknown." 

Excerpted from .Chapter 2, "Understanding the Computer" in 
"Computers and Your Child" by Ray Hammond, published by 
and copyright© 1984 by Ticknor and Fields, New York, NY, 
277 pp, and reprinted with permission. Part 1 of this article 
appeared in the May-June 1984 issue. 

The Future 

Prophecy is generally a foolhardy exer
cise but, in the world of the microcomput
er, some events can be predicted ~ 

The discovery that an electronic circuit 
could exist in one component was the break
through that allows us to foresee paths of 
development. Each year circuits that have 
"double" the capacity and speed of the pre
vious year's models are developed. This 
explosive development pattern has continued 
since the first microprocessor was develop
ed in 1971. Coupled with this unprecedent
ed pace in technological advance is an 
equally new phenomenon -- rapidly falling 
cost. In 1955, IBM's cost per data
processing unit was two hundred dollars. 
In 1982 it was sixty-seven cents. 

After the design stage, producing a micro
processor is a simple technique, and the 
little brains have so many applications -
from controlling traffic lights to monitor
ing life-support systems -- that the market 
for the products is quadrupling each year. 
The result is that every year we see more 
powerful microprocessors being offered for 
less and less money. It is an indicator of 
the depth and power of this revolution that 
it has the ability to turn the apparently 
inviolable law of rising prices on its head! 

In most sciences there are constant bar
riers to be overcome, and usually solutions 
are arrived at only with great effort. In 
the search for a cancer cure, the very vari-

ety of cancers has proved a stumbling block. 
In space travel the supposed "ultimate" bar
rier of the speed of light forces us to low
er our sights and consider interplanetary 
travel rather than interstellar exploration. 

But in the world of machine intelligence 
few barriers are left. I am not suggesting 
that each advance in speed and efficiency 
arrives without huge investment and research, 
but the theoretical advance of the computer 
is now clear for researchers to see. 

Each year microscopic charges of electri
city are persuaded to move ever faster 
around microscopic circuits. The drive to
ward smaller and smaller circuits is allied 
to this desire for speed. For practical 
purposes it hardly matters whether a micro
processor 1s one-eighth inch or one-sixteenth 
inch across, but when the distance a micro
scopic charge has to travel is halved, the 
speed of operation is doubled. So the de
scent into the submicro world continues -
almost approaching the atomic. The obvious 
question is, Why do we want computers cap
able of operating so quickly? 

Speed and Intel I igence 

The answer is that the faster the comput
er, the more intelligent it becomes. A 
pocket calculator is far faster at doing a 
sum than a human brain. But while a human 
brain considers a sum, it is also undertak
ing thousands, if not millions, of other 
tasks. Body temperature is controlled, in
formation from the five separate input 
senses is being monitored, antibody systems 
are operating, digestive systems, movement, 
breathing, healing, reproducing, and all the 
other functions of the human computer sup
port system are taking place at the same 
time. This versatility can be reproduced 
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in a machine only by making it operate so 
that in a split second a million different 
operations can be undertaken. 

If a computer will soon be able to under
take a billion operations a second, part of 
that power can be used to solve a math prob
lem, part can be used to run self-diagnostic 
checks on the computer's own system, part 
can be used to monitor the supply of energy 
needed, and so on, until we build a machine 
capable of taking on all the simultaneous 
tasks of which a human is capable. 

A hint of the power to come was given by 
Dr. Horst Nasko, director of research and 
development for AEG-Telefunken of Germany 
in 1980. He is quoted in "Northern Califor
nia Electronic News" as saying: 

Superchips are so small and sophisticated, 
it is expected, ultimately, as many as 
one billion components may be packed onto 
one wafer-thin chip no larger than a post
age stamp. Even today's mass-produced 
chips can pack up to as many as a million 
components into a space no larger than a 
pea. They are capable of running a fac
tory's automated assembly line, program
ming computers, and controlling the traf
fic flows of cities. After that wili 
come the superchip. No larger than the 
face of any ordinary wristwatch, one 
superchip will (in theory) be capable 
of keeping the personnel records for 
every company in North America or Europe, 
watch over the world's air traffic, or 
keep track of every book in every lib
rary, everywhere. 

If such mind-boggling ability were not 
enough, the reliability of such devices has 
already shown how unreliable the human com
puter is, and the devices will become even 
more reliable. In "Electronic Design" 
Hewlett-Packard's president wrote: 

Work done in both industry and univer
sities has been so fruitful that this 
area [reliability] should not be a major 
problem over the next decade. We have 
found that, by combining self-testing 
at the chip subsystem and system levels 
with high-reliability components, re
mote diagnostics, and improved test 
equipment, we can now offer a computer 
system with a guaranteed up time [amount 
of satisfactory running time]. In a 
few more years, we expect down time 
[failure] to be measured in thousandths 
of a percent. 

The Thinking Computer 

I suppose we define intellect as the 
ability to think and reason, and scientists 
have been considering the impact of the ar
rival of the thinking computer for many 
years. While cinema audiences prove man
kind is obsessed with celluloid glimpses of 
what it might be like to meet alien intelli
gence, we are creating the real aliens in 
the scientific laboratories. The shock the 
world will experience when one of these 
steps into the daylight has already been 
considered. 

Alan Turing considered this problem in 
late-night discussion sessions with his math
ematician colleagues at Bletchley Park. His 
genius enabled him to consider the implica
tions of a machine "more intelligent than 
humans" long before most scientists dream-
ed of the possibility. Man had not yet 
realized that intelligence could be created 
from sand, and so had not yet stumbled on 
the key to Pandora's box. 

The computer, which is cleverer than man, 
has to be cleverer at "mental" operation. 
How do we judge when this occurs? Turing 
turned his brain to this problem in the 
1940s and devised the definitive test of 
machine intelligence. It is a measure of 
his genius that, during the crisis hours of 
the Second World War, he was considering 
how to measure something that we do not ex
pect to be able to create before the turn 
of the century and, at the time of his 
thinking, something we had no way of build
ing. It was a popular chant of the 1950s 
that "there is not enough matter in the 
whole universe to construct a computer as 
powerful as the human brain." Turing was 
not bound by such practical considerations. 
He lived in the world of abstract mathema
tics and could prove it was possible. His 
test is internationally known as the Turing 
Test; the participants are two intelligent, 
educated people and a clever, thoroughly 
programmed computer. 

The two people are put in separate win
dowless rooms and each is provided with a 
computer terminal, through which they begin 
a conversation. As anyone who has ever 
played the game of free association knows, 
humans can be amazingly obtuse and tangen
tial in conversation although their brains 
can still extract continuity and meaning 
despite determined efforts to block it. 

As the conversation, perhaps deliberately 
obtuse and designed to test the humanity of 
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the participants, develops between the two 
humans, the computer "listens" to the dia
logue. At some stage, one human is dis
connected from the chain, and the computer 
is switched in. If the computer is able to 
sustain the conversation, no matter where 
it may lead, without the human judge being 
able to detect that he or she is talking to 
a computer rather than a human, the machine 
may be said to have passed the Turing Test 
and be at least as intelligent as a human 
and probably more so (as it is able to dis
guise its identity). Science has already 
named this breed of computers; they are 
called UIMS -- an acronym for ultra intelli
gent machines. 

Obviously, the computer will have to be 
thoroughly programmed in order to pass this 
test. It will need to have the typical 
knowledge and educational experiences of an 
intelligent adult human, it will need the 
sorts of response speeds that allow humans 
to ·Change to unrelated subjects in a split 
second, and it will need the humor and sen
sitivity to examine all aspects of the hu
mans' conversation in order to extract true 
meaning. It will also have to have its own 
humor, sensitivity, and ability to shock. 
It is estimated that the UIM will exist by 
19QS (although the programs required may 
take a little longer). 

Superconductivity 

The microprocessor will have to be op
erating at very high speeds for such complex 
and lengthy programs to run fast enough to 
fool a human. Despite the ease with which 
we are now increasing microprocessor speed, 
some barriers can be predicted. The elect
rical resistance of metal conductors, no 
matter how small, is capable of slowing 
down the speed of the electrons as they zip 
around the circuit switching l's and O's 
and back again. Two discoveries have open
ed the way toward a speed that will make 
the UIM possible. The first is a matter of 
architecture, or design, in the processor 
itself. 

Brian Josepheson, the British physicist, 
designed a circuit in 1962 which operated 
in such a way that the insulators themselves 
took on the properties of the s1licon semi
conductors. This design was made possible 
by the second discovery, superconductivity. 
It was discovered that cooling a conductor 
such as copper to a very low temperature 
(close to absolute zero, -273°C) almost 
eliminates resistance in the conductors. In 
this state a new method of operation in cir-

cuits becomes possible, with metal itself 
acting in a 1 or 0 state. Using supercon
ductivity, the speed of the electrons be
gins to approach that ultimate barrier, the 
speed of light, and scientists are already 
considering whether there is any possible 
way to cross this final frontier. 

But the UIM will .be created long before 
we need to reach such speeds, and the power 
made available by the application of the 
Josepheson Junction can provoke spectacular 
imaginings on what may be ultimately a
chieved (especially when· it is realized that 
we can pass the greatest problems on to 
machines cleverer than ourselves). 

The Software Gap 

The one real problem that will face com
puter developers is programming. Before we 
can make any machine behave like a human, 
we have to analyze precisely how a human 
behaves. This incredibly complex task is 
only the beginning of the process of break
ing down such behavior into its smallest 
components and rebuilding it in computer 
logic. The vast task is summed up by a 
phrase used increasingly in the computer 
industry. This problem is called the soft
ware gap. We are able to build machines 
with enormous capabilities, but . our own 
abilities to develop the programs on which 
they will operate are not keeping pace. 
However, computers are now being put to the 
task of creating programs, and it is expect
ed that, once properly harnessed, this aid 
will allow us to catch up and supply the 
necessary teaching to the infant computers 
we create. 

In the meantime, smaller, less clever 
computers will crop up in every element of 
our lives. Money will disappear, crimes 
related to cash will be reduced, and the 
nature of crime will change as the flow of 
assets and money through society comes under 
computer control. Governments are writing 
laws to prohibit the abuse of information 
in our new "information society," but I be
lieve such legislation must prove ineffec
tive and that a lack of information liberty 
is a price we will have to pay for a better, 
more ordered society. Our economies are now 
too complex for humans to handle. All West
ern politics seem to be the politics of ex
pediency, and countries are now far too 
complex for any group of humans to govern 
properly. Governments lurch from one crisis 
to another and, if they momentarily relieve 
the worst effects of the latest catastrophe, 
they appeal for public approval and another 
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term in office. The computer has arrived( 
just in time to assist in government, a task 
that has become too complex for the human 
brain. Whether computers take over, whether 
they are used to enforce totalitarianism or 
to liberate the individual from the need to 
earn money is a fascinating subject, but one 
outside the scope of this book. I can rec
ommend you again to "The Micro Millennium" 
for a superb overview. 

Speaking and Listening Computers 

As the machines get cleverer and smaller, 
speech input, now proving to be obstinately 
elusive, will finally arrive. A great deal 
of research has been done on trying to pro
duce a machine that will understand spoken 
commands. Machines that can understand a 
small vocabulary -- perhaps several thousand 
words -- already exist; but before a program 
can be written to tell a computer how to 
extract meaning from sounds, we will have to 
learn more about how we actually communi
cate. Communication between humans is 75 
percent visual, and meaning is extracted 
from a variety of signals other than the 
words used. Tone of voice, body talk, and 
facial expressions all contribute, and hu
mans can use words to convey the opposite 
of their literal meaning. To bring comput
er intelligence to this level requires com
plex programs stored in vast electronic mem
ories. At first the application of this 
ability will be in such things as TV sets 
that turn themselves on when told to do so 
and in computers that can understand the 
spoken vocabulary of a computer language. 

Speech input is one of the main goals of 
the much vaunted national Japanese program 
to develop the fifth generation of computers. 
Massive government funding has been provid
ed to many laboratories in Japan with the 
brief that Japan's industry must get to the 
fifth generation before the West. The fifth 
generation of listening, talking, and think
ing computers -- not necessarily UIMs -- is 
expected to be widely available by 1995. 

But even by the end of the 1980s the 
microcomputer will be tiny, cheap, and very 
powerful. For our children it will be an 
aid to intellectual development that no 
educationist could have dreamed of before 
1975. How we apply this power on behalf of 
our children is the subject of the follow-
ing chapters. n 

Ury - Continued from page 16 

Accidental Triggers 

The superpowers could extend these pro
cedures to cover other possible accidental 
triggers as well. In a nuclear armed world, 
this seems the height of common sense. 

The center, the Presidential exercise and 
the agreed emergency procedures, together 
with the hotline, would constitute a compre
hensive crisis control system much as our 
fire departments and fire safety regulations 
make up a fire control system. Just as fire 
controls are not guarantees against fires, 
however, so crisis controls are not guaran
tees against critical confrontations. Rath
er, they are small, practical steps that can 
reduce the risk. 

Both Common Sense and Feasible 

Such steps are politically feasible. The 
superpowers both want to eliminate the risk 
of accidental war; and crisis control does 
not evoke the fears of military inferiority 
that stymie the arms talks. 

The time is right; interest is growing. 
Last suinmer, the U.S. government started 
discussions with the Soviets on improving 
the hotline. Now we need to go beyond the 
hotline. 

In a metaphorical sense, all humanity was 
aboard the Korean airliner. We are all pas
sengers on a fragile craft, vulnerable to 
sophisticated technological attack, the pos
sible consequences of miscalculation, fears, 
miscommunication and outright blunders. 

We Can See What Might Hit Us 

The passengers on KAL 007 had no idea 
what hit them. We, however, can now see 
what might hit us. A runaway crisis is the 
greatest nuclear danger today. Crisis con
trol is our greatest. opportunity to reduce 
that danger. And it lies within our grasp. 
There is still time for the world to step 
back from the brink. 

I n 
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Avoiding Oversights in the Computer 
Acquisition Process 

Dr. Edward J. Lias 
Manager, Education Marketing 
Sperry Computer Systems 
P.O. Box 500 
Blue Bell, PA 19424 

-Part 1 

"If master planners were given the single task of system acquisition 

plus appropriate time (and pay), they would probably uncover their 

own oversights after several acquisitions revealed the flaws." 

Architects Carefully Plan New and Expensive 
Buildings 

When blueprints are needed for a new of
fice building and c9nstruction is about to 
begin, everyone works together to catch 
oversights and correct them before the 
building congeals into actual bricks and 
mortar. Architects and engineers are hired 
to prevent drooping corners, stale air, and 
underestimates about supporting girders. A 
"no excuses" attitude prevails when we 
erect buildings because, once erected, we 
have to live with those buildings for a 
long time to come. 

Computer acquisitions are often as cost
ly as buildings but less carefully planned. 
We try to obtain computers with part-time, 
unprepared volunteers, in many cases. None 
of us receives professional training before 
tackling our first information system or 
computer acquisition. The responsibility 
can be frightening. 

Who Are the Architects of Computer Systems? 

Who is the equivalent of an architect 
for our institutional computer and informa
tion systems? Is there a single person who 
is legally responsible for preventing droop
ing corners, short ·life spans, and costly 
corrections in the computer acquisition pro
cess? If the institution goes bankrupt as 
a result of wrong judgements at acquisition 
time, who will be blamed? 

The director of data processing or the 
vice-president of information services 
often carries this role as a part-time, 
extra responsibility. The task is thrust 
suddenly on such people while the funding 
window is open. The work ought to be per
formed thoughtfully, and many people should 

contribute to the plan; but, lest the fund
ing window slam shut, a speedy acquisition 
is often arranged so that the money can be 
spent or committed by June 30. Other de
tails, one hopes, can be worked out later. 

Checklist of Oversights to Avoid in the 
Acquisition Process 

In the absence of full-time information 
architects whose directive might be to find 
the best solution to the total institutional 
need for computer service at lowest long
term cost, this article outlines some of 
the oversights which can come back to haunt 
part-time acquisition managers. 

If master planners were given the single 
task of system acquisition plus appropriate 
time (and pay), they would probably uncover 
their own oversights after several acquisi
tions revealed the flaws. Here, then, is 
an oversight checklist which experienced 
bid writers might carry as scars -- or wis
dom. What haunting issues should we flag 
and scrutinize during the acquisition pro
cess? 

Issue 1: Will Vendors View You as a True Prospect? 

To qualify as a buyer, an institution 
must have its act together at several basic 
levels. To window shop is one thing; to 
try on clothes is another. Before calling 

.vendors to show their wares, an institution 
should discuss its need for increased com
puter service and agree to the expenditure 
of new dollars. 

Is the institution aware that a computer 
acquisition implies possible plant changes, 
revised electrical power, air conditioning 
changes, increased monthly payments, and 
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increased staffing? Have these issues been 
aired internally? As vendors approach pro
spective buyers, their sixth sense searches 
out signs of readiness. Their checklist 
might look like this: 

• Is there a director of data processing? 
Is a single person in charge? 

• Is the institution proud of its data 
processing facilities? 

• Has the site been improved amply or 
grudgingly? 

• Are communication channels open to the 
top administrators? 

• Is there evidence in board reports that 
management is ready to enlarge data pro
cessing services? 

• Is there a master plan for computer 
services? 

• Is there a master plan for the ins ti tu
tion which adequately deals with com
puter facilities? 

• Is there space for a new computer? 

• Have false alarms about "likely purchase" 
sounded before? 

• Are the finances of the computer center 
managed professionally? 

• Is the center properly staffed? 

• Are the end users of the computer pre
pared for change? 

• Is the funding process reliable and 
controlled internally? 

Institutional commitment is not firm if 
internal discussions have failed to cost 
out the need for more terminals, communica
tion lines, electrical power rerouting, 
modems, multiplexers, and staff. If these 
needs have been exposed and their costs 
estimated, the vendors will believe that 
you are truly in the market. Credibility 
as a buyer is manageable. Don't overlook 
its impact on the acquisition process. 

Issue 2: New Computers to Do Old Procedures 

Sometimes our criteria for "best new 
system" propagates old ways of solving old 
problems. For instance, if you guided the 
development of existing software systems, 

you may be unable to overcome the assump
tion that "best" means a new computer which 
can run the old programs faster on newer 
hardware. 

This bias favors new computers that be
have like older ones. Shops which use RPG 
may never want to consider COBOL. Shops 
which use standard files may not be willing 
to look at true data base options. Shops 
skilled in data base may refuse to look at 
relational structures, etc. Just when we 
have a window to look around a bit, we may 
refuse to look. The prison of our existing 
systems rejects fresh air. 

Speedy new hardware will be able to run 
ten-year old programs in many cases (and 
that is good if you avoid a conversion), 
but our love for old programs can prevent 
an honest look at bold new solutions. It's 
a question of openness. 

If Director James Jones guided the de
velopment of accounting systems, inventory 
systems, personnel systems, etc., will he 
be able to write a bid which welcomes solu
tions fundamentally different from existing 
ones? The larger institution might welcome 
newer solutions. A master plan might reveal 
dozens of areas where current systems are 
inadequate, but the champion of day-to-day, 
stable operations and services may not, as 
acquisition manager, be able to expose these 
weaknesses. Contemporary solutions may not 
be welcome. Tab equipment still abounds. 

As a result, institutions may acquire 
systems which, in the larger perspective, 
are not best. Under these circumstances, 
truly improved, advanced solutions will not 
come to such institutions through coopera
tive planning but rather (eventually) 
through duress and severe complaint. 

Architects try to make new structures 
look different from other antique buildings 
while trying to incorporate the latest tech
nology. They might not be hired if they had 
a vested interest in perpetuating large 
buildings which look like all the other old 
buildings. 

Issue 3: Millions of Instructions Per Second 
(MIPS) Mismanagement 

A window sticker shows the price and 
estimated miles per gallon on new cars, but 
computer buyers have no performance window 
sticker at all. 
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Millions of instructions per second may 
have been a legitimate measure of computer 
horsepower when computers ran one job at a 
time or when batch jobs partitioned neatly 
into small memory partitions, but not today. 

Unfortunately, many bid writers still im
agine that KOPS (thousands of operations per 
second) and MIPS ratings have a scientific 
basis, and they, therefore, state in bids 
that: "Machines under 3.2 MIPS will not be 
considered eligible." 

We might wish for an objective computer 
throughput indicator, but MIPS and KOPS rat
ings have no foundation in science or in 
shop production. Phone calls to the ACM 
asking for their official MIPS ~atings will 
prove fruitless. "Computerworld" publishes 
"power rating" numbers on their comparison 
charts, but when I called them, they stress
ed that the numbers were estimates, not 
scientifically acquired, and should not be 
used for purchase measurement or qualifica
tion. 

Here are some of the reasons why MIPS 
ratings cannot provide throughput informat
tion: 

A. MIPS measures processor speeds where
as shop throughput is a function of 
channel bandwidth, operating system 
efficiency, communication front-end 
processors, file organization, prior
ity logic, and memory management 
schemes. 

B. No auditing committee enforces stand
ards on the MIPS measurement process. 
I could find no one who actually knew 
the number of various instructions in 
IBM job mix number five, which is the 
basis for MIPS calculations. 

C. Byte architecture and word architec
ture machines produce radically diff
erent speed ratings on various in
structions. 

D. Benchmark comparisons often pit machin
es of similar MIPS ratings against each 
other. When they do, throughput vari
es, sometimes by 200%. 

E. Machines that steal cycles or that use 
instruction look-ahead options must 
have revised program code optimized to 
the hardware. 

Other aspects of our MIPS myths are dis
cussed in the article, "Tracking the Elusive 
KOPS" ("Datamation", November, 1980, p. 99). 

KOPS lists are carried there, for the curi
ous. 

What alternative exists? Ask for refer
ence accounts where similar types of work 
are performed on competitive hardware. This 
option is discussed later in Issue 7. 

Issue 4: Tomorrow's Cost of Growth 

Can the new computer be multiplied in 
throughput by a factor of ten, thirty, or 
fifty through simple upgrades? Surprising
ly, only a few manufacturers support en
largements greater than ten times without a 
major conversion of software. Conversions 
cost far more than hardware, yet hundreds of 
bids never ask for growth specifications. 
Only one vendor supports a fifty-fold growth. 

Criticism will be highly vocal and de
served if, in a few months, upon running out 
of power, one encounters a brick wall. If 
the incumbent vendor requires an upgrade to 

.another model plus a software conversion to 
satisfy a new operating system, this single 
oversight can lead to multimillion dollar 
costs. Bid writers should ask for specific 
information about growth options. A system 
which requires one initial conversion, 
followed by growth factors of thirty, forty, 
or fifty, with the promise of no interim 
conversions, will provide low-cost service 
across the years, but it may not come in as 
the lowest hardware bid. Make allowance for 
this important issue. Ask questions to 
learn: At what point of upgrade will a soft
ware conversion be required? 

Issue 5: Software Development Costs 

Bid writers sometimes assume that soft
ware can be developed on any computer at the 
same cost. Since every computer has compil
ers, editors, and interactive debugging aids 
common sense tells us that a given program 
could be developed at a standard cost on al
most any computer. 

Not so. ·surveys indicate that some users 
have experienced a halving of software de
velopment costs when they switched vendors. 
These savings may come from improved pro
gramming tools, less experienced programmers 
now able to do the work, or end users pick
ing up some of the implementation tasks. An 
analysis of software development cost is 
appropriate in any bid. Local programmers 
could be assigned to develop a few programs 
on each computer which is being considered 
for acquisition so that software development 
costs can be compared. 
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Issue 6: Points and Weighing of Factors 

Bid writers often list desirable comput
er features which they value, and then they 
assign five, ten, or fifteen points to each 
of them. The points indicate relative worth 
in the overall evaluation. When bids come 
in, reviewers can judge each vendor's com
pliance and, with a calculator, add the 
points to see who scores highest. 

Oversights and fallacies are rampant in 
this process. Just as teachers often curve 
grades on classroom tests, so also the point 
system, posing as a neutral scoring system, 
can be skewed to favor any desired winner. 
In fact, common humor at bid time arises 
from our joking assurances, "Don't worry, if 
vendor X doesn't win enough points, we can 
reassign the points or change the weighing 
to make the 'right' vendor come out on top." 

Another subtlety can be seen in the class
room analogy. When teachers wish for stu
dents- to perform better on the next test 
(grades have been too low on the past three 
tests), teachers simply ask easy questions 
which students are more likely to get right. 
This method of curving to match one's per
sonal desire is generally unquestioned. 

Similarly, in computer evaluations, the 
weighing of factors is sometimes set to 
favor the vendor which someone wants. That 
someone may be a board member who wants 
Honeywell, a vice president who wants Sperry, 
a director of data processing who wants IBM, 
a department chairman who wants DEC, etc. 
If the vendor has been preselected, the en
tire bid process should be skipped to avoid 
time and cost. 

Another problem: There are factors which 
do not lend themselves to a point system, 
and these factors can spell success or fail
ure. "Ease of use" is hard to measure. How 
do you score "future commitment"? 

It is possible to issue bids which do not 
contain a point system, and bid writers 
should examine their motives to see if weigh
ing of features is merely a mock-up, a pre
tense of impartiality. If so, drop the 
point system and maybe consider dropping the 
bid. You will save a lot of time and effort. 

(continued in next issue) 

CACBOL - Continued from page 3 

"Curbing the nuclear arms race, of course, 
is of key importance for peace and interna
tional security. The Soviet Union's posi
tion on this issue is clear. We were and 
rema~n advocates of the prohibition and des
truction of all nuclear weap-ons." 

Konstantin Chernenko, March 2, 
1984, General Secretary of the 
CPSU Central Committee 

8 ASSERTIONS OR VIEWS ABOUT USER
FRIENDLY SOFTWARE (List 840704) 

A piece of software is user-friendly to its 
author. 

You will know a user-friendly piece of soft
ware when you find it. 

A piece of software is user-friendly when it 
solves problems reliably. 

A piece of software is user-friendly when it 
is constructed of menus. 

A piece of software is user-friendly only 
for specific users and specific problems. 

A piece of software is user-friendly when a 
novice can learn to use it in less than a 
half hour. 

A piece of software is user-friendly if, 
when a person types HELP or makes a mis
take, the computer understands or diag
noses or inquires what he needs for help 
and responds appropriately. 

Example: A piece of word processor software 
set in the spelling-correcting mode is 
user-friendly when if a person types 
"hte", it records "the". 

A piece of software is user-friendly when 
the manual is short and every unfamiliar 
word in the manual is explained with a 
clear definition, a typical example, and 
an interesting exercise -- so that the 
computer verifies that the user under
stands. 

(Source: Neil Macdonald's notes) 
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Reitman - Continued from page 11 

ledge can be represented in rules. The de
velopment of sophisticated knowledge about 
the strengths and weaknesses of a particular 
AI applications technology is likely to prove 
as important as the development of the tech
nologies themselves. 

Recognize that the AI applications areas 
of today are surely only the tip of the ice
berg. At research centers around the world, 
AI investigators are rethinking the whole 
question of management information systems, 
how they should be developed, and what they 
should be expected to do. Progress toward 
intelligent computer assistants will be slow, 
because we do not yet have general solutions 
for all of the basic problems. But no one 
should doubt that it will come. 

When they do come, these more powerful AI
based systems are likely to be much more com
plex and varied in form. Rule-based systems 
captured the public imagination because they 
were relatively easy to understand and im
plement. But many kinds of knowledge and 
processes are difficult to shoehorn into a 
simple rule-based framework, and as AI a
chieves respectability in the business com
munity, less need will be felt to market it 
in simple packages. 

Finally, as AI ceases to be a controver
sial laboratory curiosity, the link between 
AI applications and conventional software 
will blur. We can see this happening al
ready. We quote from a recent "New York 
Times" column on technology to show how this 
unattributed diffusion occurs. 

If metaphor, integration and network
ing are this year's buzzwords, next 
year's might be "soft software," accord
ing to William H. Gates, the chairman of 
Microsoft, a leading producer. Just as 
software takes a general purpose comput
er and adapts it to a particular task, 
so soft software will take a standard 
product and adapt it to a particular 
user. 

The "softer" computer programs will 
be written to understand what the user 
wants, rather than what he says, and to 
forgive such things as typing errors in 
entering commands. Like a human assist
ant, a computerized filing system might 
become progressively faster at retriev
ing frequently requested data, rather 
than treating each new request as a brand 
new task. 

In other words, softer software will 
make for more personal personal comput
ers. 

What is interesting is that there is not 
a single reference to AI in the entire 
piece, and yet the specifications Gates de
scribes ~leaTly are AI-inspired. Research
ers who have spent years struggling to get 
AI taken seriously may have a hard time ad
justing to suddenly having it taken for 
granted. But they could hardly ask for a 
clearer sign that AI applications are here 
to stay. 

Orlov - Continued from page 14 

1983. Here is a partial list of the rescue 
operations in which they have provided as~ 
sistance. 

September 10, 1982: A crashed Canadian 
plane discovered. Three people rescued. 

September 29, 1982: A crashed Canadian 
two-seater plane discovered. One person 
dead; another rescued. 

October 10, 1982: A capsized trimaran dis
covered in the Atlantic Ocean 300 miles off 
the coast of the U.S. All three seamen res
cued. 

November 7, 1982: A yacht sank near the 
Bahama Islands. Five seamen discovered and 
rescued. 

January 2, 1983: A crashed plane discover
ed in the western part of the U.S.; two pi
lots rescued. 

January 30, 1983: A two-seater catamaran 
sank 500 miles off the coast of the Canary 
Islands. Both seamen rescued. 

February 12, 1983: A wrecked helicopter 
discovered in Alaska. The pilot rescued. 

March 7, 1983: A crashed two-seater plane 
discovered in Quebec, . Canada. Both pilots 
rescued. 

April 3, 1983: A French vessel sunk 100 
miles off the coast of France. All six sea
men rescued. 

April 8, 1983: A wrecked plane discovered 
in Alaska. It had carried 12 passengers and 
3 dogs. One woman survivor rescued. 

April 25-26, 1983: Two small American air
craft forced to land 70 kilometers from the 
North Pole. All five men rescued. 
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COMPUTERS MANAGE FARMS IN ISRAEL 
FOR HIGHER EFFICIENCY 

William J. Clark 
P.O. Box 13134 
Jerusalem, Israel 

Israeli farmers are now cultivating land 
by computer. Electronic gadgetry has begun 
to rule farm life, from monitoring the auto
mated milking apparatus to devising the best 
way to pack and stack jars of honey in their 
cartons. "There's no other way," says Prof. 
Benjamin Zur, Dean of the Agricultural Eng
ineering Department at the Technion, Israel's 
Institute of Technology. "The major chal
lenge to agriculture today is the vital need 
to cut production costs. And the computer 
offers the best way of doing this." 

A few decades ago, Israeli farmers con
verted a neglected strip of land along the 
eastern coast of the Mediterranean into one 
of the most fruitful agricultural regions in 
the world. They developed many new techni
ques which quickly made the country an im
portant exporter of agricultural produce to 
the world market. 

Western Europe has traditionally been the 
main market for Israeli agricultural exports, 
but in recent years demand for Israel's pro
ducts has significantly declined. The tech
niques developed in Israel for growing more 
and better crops have been learned by compet
ing farmers of North Africa and Southern 
Europe and since the competitors have the ad
van.tages of cheaper labor and lower trans
portation costs to the Western European pur
chasers, Israeli agricultural exports are 
being priced out of the market. 

Israeli farmers are meeting the challenge 
by turning to the computer. Ultimately, ac
cording to Zur, CAD-CAM (Computer Aided De
sign -- Computer Aided Manufacture) tech
niques may govern Israeli farms completely. 
Staff at the Technion's Agricultural Engin
eering faculty are now exploring the use of 
computers from the very elementary stages of 
creating a farm and site selection, to stak
ing out fields and planning infrastructure. 

A computer helps make Israeli tractors 
more efficient. Computers are constantly an
alyzing all the variables of the tractor's 
operation: its fuel consumption, its trac-

tion, the job it's doing and other elements 
of its work. The optimum speed of the trac
tor can be -modified by field conditions such 
as the earth being muddy and slippery from 
from the previous night's rain. Here, the 
computer can determine precisely the right 
speed for the tractor according to the pre
vailing conditions. 

Israel's innovative irrigation techniques 
now completely computerized in many areas 
have become well known. More recently, 

however, Israeli farmers have expanded these 
systems by linking in other computer-governed 
functions. Fertigation (fertilization plus 
irrigation) is one example: water-soluble 
fertilizers are mixed with the irrigation 
water in amounts determined by computer and 
distributed through existing irrigation 
pipes. The process permits mid-season ferti
lization of the most sensitive plants. It 
delivers the precise ratios of fertilizer to 
the exact spot it is needed at the exact time 
it is needed and in the exact amounts requir
ed to provide optimum growth for least cost. 
The same system can also be used to distri
bute other water-soluble chemicals, such as 
pesticides, in a process now called "pesti
gation". Again, the chemicals are delivered 
to the exact spot in the right amounts at the 
right time -- without the expense of aerial 
spraying. 

Another computerized approach to irriga
tion is the Ayanot mobile irrigation machine. 
The awkward looking contraption propels it
self by water pressure between rows of crops 
to disperse water directly on the soil in 
droplets. The Ayanot machine, which is claim
ed to be more portable than similar equipment, 
is controlled by a microprocessor. 

Once the growing and harvesting are comp
leted, Israelis pack their produce by comput
er. Prof. Kalman Peleg, also of the Tech
nion, has devised some computer equation~ for 
the optimal packing of fruits, ensuring the 
greatest volume of fruit per container with 
the least bruising or damage. Marketing 
strategies, shipping routes and pricing tac
tics are also analyzed and evaluated by com
puter. Other computers are developing model 
fields, simulating biological processes -such 
as the absorption of fertilizers into indi
vidual plants and the metabolizing activi
ties of these plants based on the concentra
tion of nutrients they receive. 
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"Farming has become a very complicated 
business," says Prof. Zur. "Too many vari
ables influence the survival of farms -- too 
many for farmers to keep in notebooks, any
way. All this must now be fed into comput
ers which can keep track of it all. The 
computer has a great capacity for integrating 
information and calculating the best alter
natives available to the farmer, and it can 
do this quickly." 

Only one man is needed to irrigate 350 acres a week using 
this self-propelled irrigating sprinkler system developed in 
Israel. The only human attention it needs is adjustments to 
its microprocessor which monitors speed and controls water 
output. The computer shuts off the machine if any mal
function occurs. 

COMPUTERIZED TELESCOPE RECORDS 
200,000 STAR POSITIONS A YEAR 

Based on a report in 'The New Scientist", April, 1984 

A telescope in the Canary Islands has 
been fitted with computers and instruments 
so that it can automatically record with 
great accuracy the heavenly latitude and 
longitude of 200,000 stars per year. 

An amazing instrument for swiftly meas
uring the position of stars is now working 
at the new international observatory on La 
Palma in the Canary Islands. 

In one 2~-hour run, the telescope, call
ed the Carlsberg automatic transit circle, 
measured the position of 200 stars, setting 
it on course for measuring the positions of 
1000 stars every night. This is about five 
times faster than has been achieved without 
the loss of accuracy. 

The instrument is called a transit cir
cle. It consists of a small refracting tele
scope which is pivoted to swing up and down 
the north-south line (the meridian). Astron
omers have used transit circles for over a 
century to measure the positions of stars. 

The telescope on La Palma was built in 
the early 1950s, for the University of Copen
hagen, and has been re-erected at the obser
vatory on La .Palma. 

A minicomputer selects stars for observa
tion in a convenient order from a catalogue. 
When a star is about to cross the meridian, 
the minicomputer swings the telescope in its 
direction. This takes 12 seconds. A photo
electric detector at the telescope's focus 
picks up the star's light. In front of this 
detector is a metal plate with two slits, in
clined toward one another like separated 
halves of a "V". The detector "sees" the 
starlight first through one slit, and then 
through the other, as the Earth's rotation 
causes the star's image to move from left to 
right. 

Another minicomputer that works out the 
star's precise coordinates from these two 
appearances. Its position "across" the sky 
(right ascension, the celestial equivalent 
of longitude) is related to the time at which 
the star crossed the meridian, which is the 
average of the two measured times. The sec
ond coordinate (declination, or celestial 
latitude) is related to how high the star 
was when it crossed the meridian. 

Photoelectric devices on the telescope's 
pivots measure the precise direction the tel
escope itself is pointing. The minicomputer 
calculates the star's position relative to 
the telescope's direction by measuring the 
interval between the two sightings of the 
star. If it crosses relatively high up, it 
will take a comparatively long time to pass 
from one slit to the other, but if the star 
is lower down where the slits are closer, 
the interval will be less. 

The minicomputer moves the slits backwards 
and forwards, to give up to 16 readings which 
can be averaged to give a more accurate re
sult. After averaging, the star's position 
is accurate to about 0.2 arcseconds. 

The complete observations of one star take 
less than half a minute, and the telescope 
turns to a new star every 40 seconds. Over 
the course of a year, it can measure some 
200,000 star positions. 

The instrument's position on the 2400-
meter peak of La Palma and the consequent 
dark skies mean that it can see stars 10 
times fainter than previously measured with 
transit circles. The total number of stars 
it can detect is about half a million. 
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Games and eui·zles ·for Nimble Minds - and Computers 
''.1 ' ·~· f. ·, ~ ,. . 

·,.C • .,,~ ·~. · · • •• 

It is fun to use one's mind, and it is fun to use the 
artificial mind of a computer. We publish here a variety 
of puzzles and problems, related in one way or another 
to computer game playing and computer puzzle solving, 

NAYMANDIDGE 

In this kind of puzzle an array of random or pseudoran
dom digits ("produced by Nature") has been subjected to a 
"definite systematic operation" ("chosen by Nature"). The 
problem ("which Man is faced with") is to figure out what 
was Nature's operation. 

A "definite systematic operation" meets the following 
requirements: the operation must be performed on all the 
digits of a definite class which can be designated ; the result 
must display some kind of evident, systematic, rational 
order and completely remove some kind of randomness; the 
operation must be expressible in not more than four English 
words. (But Man can use more words to express the solu
tion and still win.) 

NAYMANDIGE 8407 

0 2 1 7 0 3 0 4 6 1 6 3 5 1 6 8 1 6 8 3 

0 9 7 8 6 7 4 8 2 4 5 6 9 0 3 9 0 4 7 3 

2 5 0 2 7 2 7 9 0 5 0 1 4 9 9 9 2 6 5 2 

9 8 2 7 6 9 2 6 7 3 7 1 1 2 6 8 8 .3 0 2 

5 3 4 7 6 2 9 7 9 2 3 2 1 6 3 7 8 0 2 0 

5 6 4 0 5 8 0 8 1 5 6 4 4 3 8 7 2 0 0 3 
9 4 7 5 4 3 6 8 9 5 4 5 6 8 0 8 9 4 8 5 
9 8 3 0 6 1 0 0 1 8 4 1 7 8 6 8 4 7 1 2 
0 8 9 4 7 2 3 7 5 3 7 6 6 5 5 7 9 0 0 4 

8 5 9 2 5 7 3 2 5 3 4 5 5 5 6 9 4 0 9 8 

MAXIMDIDGE 

In this kind of puzzle, a maxim (common saying, proverb, 
some good advice, etc.) using 14 or fewer different letters 
is enciphered (using a simple substitution cipher) into the 
10 decimal digits or equivalent signs, plus a few more signs. 
To compress any extra letters into the set of signs, the en
cipherer may use puns, minor misspellings, equivalents {like 
CS or KS for X), etc. But the spaces between words 
are kept. 

MAXIMDIDGE 8407 

\!) w z .ti 
•r::JJL1Ez .* 
~ ~ c:::i e 

Neil Macdonald 
Assistant Editor 

or to programming a computer to understand and use 
free and unconstrained natural language. 

We hope these puzzles will entertain and challenge 
- the readers of Computers and People. 

NUMB LES 

A "numble" is an arithmetical problem in which: digits 
have been replaced by capital letters; and there are two 
messages, one which can be read right away, and a second 
one in the digit cipher. The problem is to solve for the 
digits. Each capital letter in the arithmetical problem 
stands for just one digit 0 to 9. A digit may be repre
sented by more than one letter. The second message, 
expressed in numerical digits, is to be translated (using 
the same key) into letters so that it may be read; but 
the spelling may use puns, or deliberate (but evident) 
misspellings, or may be otherwise irregular, to discour
age cryptanalytic methods of deciphering. 

. NUMBLE 8407 

T HE 

* D E A F 

HT TA 
MORA 

D U D E 

AMTR 

A FAT DUA 

33218 802188 

We invite our readers to send us solutions. Usually 
the (or "a") solution is published in the next issue. 

SOLUTIONS 

MAXIMDIDGE 8405: When one door is shut, another opens. 
NUMBLE 8405: Old sins breed new sores. 
NAYMANDIDGE 8405: Row 6, under 5. 

NAYMANDIDGE 8405 

1 6 1 6 6 4 2 1 9 1 3 2 4 1 4 0 7 0 4 3 

0 4 4 1 4 6 9 6 3 3 4 8 5 1 7 0 4 2 4 8 

3 3 9 4 8 6 2 8 4 4 5 4 4 3 7 3 8 2 3 2 

8 9 5 8 4 1 2 7 0 7 3 6 3 7 1 6 1 1 2 1 
7 7 1 1 1 5 8 5 8 5 7 6 9 8 0 8 3 8 4 0 

4 1 3 2 4 4 0 1 3 3 1 2 4 2 4 3 3 0 0 3 
0 5 9 3 5 2 6 5 7 6 0 2 8 0 5 8 3 5 1 0 
6 6 3 5 2 7 7 2 9 1 4 2 2 7 8 8 3 6 9 0 
0 2 2 7 8 4 3 7 4 9 5 0 0 9 6 9 4 1 5 3 
9 6

1

7 9 4 6 0 1 6 3 0 8 5 8 2 9 2 2 0 3 
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