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This is a brief report on a system of computer 
programs running on our computer, a PDP-9 of Digital 
Computer Corp. This system of computer programs we 
call GENIE. Here is a flowchart of GENIE. 
For a class of problems: 

-FIRST INPUT: 
instructions from a manager to a clerk 

~ for a calculation, expressed in ordi-
nary natural language 

SECOND INPUT: 

J~ one or more worked examples of the 
calculation, preferably at least two 

THIRD INPUT: 
the calculation layout sheet, the re- ~ port layout sheet, etc. 

BLACK BOX: 
an automatic computer program called 
GENIE, which produces: 

~ 
THE OUTPUT: 

a computer program which takes in a 
set of data in regard to the class 
of problems being calculated and 
gives out the desired set of answers 

The first input is called the Statement Analyzer. 
The second input is called the Worked Example Analy
zer. The third input is called the Layout Analyzer. 
The Black Box is called the Program Maker; at pre
sent there are seven program makers,for COBOL, FOR
TRAN, Dartmouth BASIC, Business BASIC, FOCAL, APL, 
and PDP-9 machine language. 

Suppose we consider a concrete example, a class 
of simple problems which we shall call "Wage Report': 
An illustration and numerical example is shown in 
Table 1. In Table 2 appears one set of instruc
tions or statements, and then a second set of in
structions; these are alternative inputs to the 
Statement Analyzer. Of course, many hundreds of 
thousands of other sets of instructions could be 
used instead. Table 3 shows input to the Worked 
Example Analzyer. In this case no input is needed 
to the Layout Analyzer. Tables 4 to 9 show pro
grams automatically produced by the GENIE system. 
These are in six programming languages: FORTRAN, 
Dartmouth BASIC, Business BASIC (for the BASIC/ 
Four computer), APL, FOCAL, and COBOL. The auto
matically produced program in PDP 9 machine langu
age is too long to be presented in this article. 

A Brief Re·port, 197 6 

"Lots of people will no longer need to learn BASIC or 
FORTRAN or COBOL or any other artificial programming language 
in order to tell a computer what they want it to do." 

Some Questions and Answers 

Q: The programs produced show some differences, 
i.e., they do not all give just the same re~ults. 

Why?- A: True. They were finished at different 
times, and modification so that all the program 
makers should produce just the same results seemed 
less important than some other tasks. 

Q: Will the Statement Analyzer understand every 
set of instructions that expresses what is to be 
done?- A: It should, provided the set of instruc
tions is in ordinary natural language, and is clear 
and unambiguous to a clerk, and conforms with a few 
simple rules, such as "Put heading names in paren
theses or quotes." 

Q: Does the system handle IF, GO TO, lookup in 
tables and files, etc.?- A: Yes, of course. 

Q: If computer programming using ordinary natur
al language becomes widespread, will human program
mers be needed any more? - A: Lots of people will 
no longer need to learn BASIC or FORTRAN or COBOL 
or any other artificial programming language to tell 
a computer what they want it to do. But human pro
grammers will still be needed for some tasks, such 
as devising algorithms, etc. 

Q: How do I get more information? - A: Write us 
on your letterhead. We'll try to reply. 

Table 1: WAGE REPORT -
ILLUSTRATION AND NUMERICAL EXAMPLE 

( 1) ( 2) ( 3) (4) 
Social 

Income Security 
Dues Tax Tax Contribution 
Am.ount Exem12tion Rate Rate 
CONSTANT CONSTANT CONSTANT CONSTANT 
3.00 150.00 . ll .0585 

(5) (6) ( 7) (8) 
Federa 1 
Insurance 

Gross Taxed Income Contribution 
~ Portion IfilL__ Act 
DATA = (5)-(2) = (6) ~'(3) =(8)':'(4) 
200.00 50.00 5.50 11.70 

(9) (10) (11) (12) 
Inter-

Club mediate Total 
Deduction Total Deductions Net Pal'. 
=(l) =(7)+(8) =(10)+(9) =(5)-(11) 
3.00 17.20 20.20 179.80 
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Table 2: INPUT TO THE STATEMENT ANALYZER 
-- TWO ALTERNATIVES 

CALL THIS PROGRAM WAGE-REPORl• 
PUT 3.00 INTO -IH-M 1 <DUES AMT>· 
PUT 150·00 IN ITEM 2 <lAX BASE>. 
PUT ·1100 IN ITEM 3 <TAX RAlE>• 
PUT ·0585 INTO ITEM 't <SS RAlE>· 
GET AN ITEM OF DATA1 AND CALL IT IlEM 5 

<GROSS PAY> 
SUBTRACT ITEM 2 FROM ITEM 5 AND PUT THIS 

RESULT. IN ITEM 6 <TAXABLE INCOME>• 
ITEM 3 TI~ES ITEM 6 GI~ES ITEM 7 <INCOME 

TAX>• 
THE PRODUCl OF ITEM 5 AND IlEM 4 IS 

11 E.M 8 C F I C A > • 
MOVE ITEM 1 TO ITEM 9 <CLUB>• 
ITEM 10 IS ITEM 7 ADDED TO ITEM B· 
ITEM 10 PLUS ITEM 9 IS ITEM 11 

c DEDUCTIONS>• 
THE DIFFERENCE BElwEEN ITEM 11 AND ITEM 5 

EQUALS ITE~ 12 <NET PAY>· 

THIS PROGRA~'S NAME IS WAGE-REfORl· 
ENTER 3.0e INTO IlEM 1 <DUES At-IT> • 
PUT 150·00 INTO ITEM 2 <TAX BASE>· 
MOV~. 1100 TO ITEM 3 <TAX RATE>. 
ENTER ·0585 INTO ITEM 4 <SS RATE>· 
PUl DATA INTO ITEM 5 <GROSS PAY>· 
ITEM 5 MINUS ITEM 2 IS ITEM 6 <TAXABLE 

INCOME>. 
ITEM ' 3 MULTIPLIED BY ITEM 6 GI~ES ITEM 

C INCOME TAX>• 
ITE~ 5 TIMES ITEM 4 IS ITEM 8 <FICA>• 
STORE ITEM 1 IN ITEM 9 <CLUB>· 
IT EM 7 PL US I T EM 8 IS EQUAL TO I l EM 1 0-. 
ADD ITEM 10 10 ITEM 9 TO GET ITEM 11 

< DEDUCT I ON S > • 
ITEM 5 LE.SS ITEM 11 EQUALS ITEM 12 

<NET PAY>· 

Table 3: INPUT TO THE WORKED EXAMPLE 
ANALYZER 

<1> 3.00 ·=D0ES AMT 
<2> 150 .•00 ·=TAX BASE 
<3> ol 1 ·=TAX RATE 
U1> ·0585 ·=SS RATE 
CS> 200·00 222·~2 ·=GRUSS FAY 
C6> 50·00 72·22 ·=TAXABLE INCOME 
<7> 5.50 7.94 ·=INCOME TAX 
<8> 11·70 13·00 ·=FICA 
<9> 3·.00 ·=CLUB DEDUCTION . 
<10> 17·20 20·9~ ·=INTERMEDIATE TOTAL 
<11> 20·20 23·94 ·=TOTAL DEDUCTIONS 
_< 12-> 179•80 198·28 ·=NET PAY 
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Table 5: Dartmouth BASIC Pr~ram 

100 REM " WAGE REFORT" 
101 BEGIN 
120 Al=3·00 
1Li0 A2=15<il~00 

1 60 A3= • 1 100 
180 05=1 
2~10 ALj=·05E<S 
220 INPLl1 AS 
2Ll0 A6=A5-A2 
260 P.7=P.6*A3 
28.0 f:.f3=AS*ALl 
300 A9 '= p, 1 *DS 
32v~ 80=A7+A8 
3.ti(il 81=80+A9 
360 B2=·A5-Bl 
380 END 

)0(il 

101 
102 
120 
121 
1 Ll0 
1 Lj 1 
160 
161 
180 
20vJ 
201 
220 
221 
222 
240 
260 
261 
280 
281 
3Vl0 
301 
320 
3Ll0 
3Li 1 
360 
361 
380 

Table 6: BUSINESS BASIC Program 

REM "WAGE REPORT" 
BEGIN 
OPEN <?>"LP" 
Al=3·00 
PRINTC7> " DUES AMT"1Al 
A2= 150 .00 . 
PRINT<?> " TAX BASE"1A2 
A3= • 1 100 
PRINTC7> " TAX RATE"1A3 
05= 1 
ALJ=.QJSBS 
PRINlC7> " S S RATE"1A4 
PRINTC7> " GROSS PAY" 
INPUT AS 
PRINT C7lAS 
A6=AS-A2 
A7=A6*A3 
.PRINT<7> " INCOME lAX"1A7 
/'.18= AS*A.Ll 
Pr·nNTC7) .. FICA"1A8 
A9=Al*D5 
PRINi<7> "CLUB"1A9 
B0=A7+A8 
Bl=80+A9 
PRINTC7> " DEDUCTIONS"1Bl 
B2=A5-B 1 
PRINTC7> " NET PAY"182 
END 

Table 4: FORTRAN Program 

c WAGE REPORT 
WR I T.E C 31 10 0 > 
READ<'l1100>Al 

100 FORMAT< F8 • 5 > 
WRITEC31200> 
READ< l1200>A2 

200 FORMAT< F8. 5 > 
WRITEC31300> 
READCl1300>A3 

300 FORMATC F8 • S> 
READCl1400>A35 

400 FORMAT<FB·S> 
READ<l1500>A4 

500 FORMAT( F8 • S> 
WRITE<31600> 
READCl1600>AS 

600 FORMAT< FB • 5 > 
A6=A5-A2 
WRITEC31700)A6 

700 

800 

900 

1000 

1100 

1200 

FORMATClX1 'TAXABLE INCOME'1F8.5> 
A7=A6•A3 
WRIT EC 31 80.0 > A7 
FORMAT<tX1 'INCOME TAX'1F8·S> 
A8=AS•A4 
WRITEC31900>AB 
FORMAT<lX1'FICA'1F8·S> 
A9=Al*A35 
WRITE<311000>A9 
FORMAT<lX1'CLUB'1F8.S> 
Al0=A7+A8 
Al l=Al0+A9 
WRITEC31l100>Al 1 
FORMATClX1 'DEDUCTIONS'1F8·S> 
A12=AS-Al 1 
WRITEC31 1200>A12 
FORMATClX1 'NET PAY'1F8·S> 
END 

(please turn to page 26) 
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Computers and Programs 

6 "The Thinking Computer: Mind Inside Matter" [E] 
by Edmund C. Berkeley, Editor 

A new book, The Thinking Computer: Mind Inside 
Matter, is a record of the mounting evidence that 
computers can and do think in many ways. The author, 
Bertram Raphael, has done much work in this field, 
including the construction of "Shakey," a robot with 
a separate computer "brain," which could respond to 
instructions in ordinary natural language 

7 The Handling of Natural Language by a Computer 
Part 1 

by Bertram Raphael, Stanford Research Institute, 
Menlo Park, CA 

The problems that have been encountered and the 
progress that has been made in the process of try-
ing to teach computers to understand natural 
language. Included are examinations of semantics, 
syntax, grammar, and the importance of meaning, 
as perceived by human beings and computers. 
Excerpted from Chapter 6 of The Thinking Computer. 

20 Some Notes on Graphing 
by Stan Wall, California State University, Chico, CA 

A graph can represent a basic fact or set of facts 
from many different points of view, depending 
on the interpretation and interrelation of the facts 
there represented. By using computerized graphing 
systems, a user can easily obtain a picture "worth 
a thousand words." 

2 Computer Programming Using Natural Language: 
A Brief Report, 1976 

by Edmund C. Berkeley, Casper Otten, Eric Albert, 
and Steve Emmerich, Berkeley Enterprises, Newton-
ville, MA 

A report on a system of computer programs called 
GENIE, which can take instructions in ordinary 
natural language, such as a manager would give to 
a clerk, and produce a computer program, in a 
variety of programming languages, designed to pro
cess a given set of data. 

Computers and Privacy 

[A] 

[A] 

[A] 

12 The Invasion of Privacy and Electronic Fund Transfer [A] 
Systems: Spotlight on the Invaders 

by Seymour F. Thompson, Framingham Centre, MA 
One of the major concerns about Electronic Fund 
Transfer Systems being expressed by computer 
people, consumer advocates, and others is their poten
tial use as a means to invade the privacy of the 
individual. The solution to this problem will only 
come from focusing attention not on the concept of 
invasion, but on the concept of the invaders: who 
they are, why, their methods and resources. 
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The magazine of the design, applications, and implications of 
information processing systems - and the pursuit of truth in 
input, output, and processing, for the benefit of people. 

Computers and Business 

14 Set Theory and Systems Improvement [AJ 
by Konrad Sadek, Cambridge, Ontario, Canada, and 
Dr. Edward A. Tomeski, Fordham University, Bronx, NY 

Many computer applications are designed and developed 
relatively independently of each other, which can 
result in a composite of incompatible systems. What 
are the options for the systems designer and analyst, 
by means of which the cost and inefficiency of 
incompatible systems may be avoided? 

22 Scientists Develop Tools for Automated Analysis of [NJ 
Computer Hardware 

by Richard Puz, Carnegie-Mellon University, Pittsburgh, PA 

23 Chemical Lab Fills Orders More Quickly and Accurately [NJ 
with a Computerized Record-Keeping System 

by Joe Pittman, Varian Data Machines, Irvine, CA 

Computers and the Environment 

22 Computer Helps Botanists Identify Endangered Species [NJ 

of Flowers 
by Professor Theodore J. Crovello, University of Notre 
Dame, Notre Dame, IN 

25 Computer Aids in Forest Fire Detection by Predicting 
the Location and Time of Fires 

by Rudy Platiel, The Globe and Mail, Toronto, Ontario, 

Canada 

Computer Applications 

23 Collegians Overcome Writing Handicaps in a 
Computer-Supported English Lab 

by Jeff Hinger, San Antonio College, San Antonio, TX 

24 A Computer That Never Forgets a Face 
by Office of Public Information, Case Western Reserve 
University, Cleveland, OH 

25 Computerized X-Ray Machines to Aid Cancer Therapy 
by Mitch Waldrop, University of Wisconsin, Madison, WI 

Computers, Games and Puzzles 

[NJ 

[NJ 

[NJ 

[NJ 

Games and Puzzles for Nimble Minds - and Computers [CJ 

27 
27 
27 

18 
25 
11 

by Neil Macdonald, Assistant Editor 
NAYMAND IJ - A systematic pattern among randomness? 
MAXIMDIJ - Guessing a maxim expressed in digits. 
NUMBLES - Deciphering unknown digits from arith-

metical relations. 
GIZZMO - Some cryptanalytic Jabberwocky 
Some Hints for GIZZMO 769 

JABBERWOCKY - by Lewis Carroll, with some notes 
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Some flowering (Jlants are on the 
way to extinction. Rese;rchers at 
Notre Dame University say that the 
number of different kinds of flowers 
in North America is declining. 
They have analyzed, with computer 
assistance, 35,000 specimens of 
plants collected in North America 
since 1800. See the story on 
page 22. 
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Over 100 amusing, easy, crypto
graphic puzzles .... with maxims, 
quotations, sayings, etc., as the 
answers .... with lists, tables, and a 
guide for solving speedily .... hours 
of fun and entertainment for you 
and your friends. 

For your copy, send $1.80, plus 
20 cents for postage and handling, 
with your name and address to: 

Berkeley Enterprises, Inc. 
815 Washington St. 
Newtonville, Mass. 02160 
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EDITORIAL 

"The Thinking Computer: Mind Inside Matter" 

A recent very interesting and important book is 
"The Thinking Computer: Mind Inside Matter" by 
Bertram Raphael, a member of the staff of Stanford 
Research Institute; the book was published in 1976 
by W.H. Freeman and Co., 660 Market St., San Fran
cisco, CA, 94104. 

This book is a survey and report of a large num
ber of interesting efforts to put "thinking" inside 
a computer. Bertram Raphael himself has had a lot 
of experience in this area, particularly in the 
construction of a rather famous robot called "Shak
ey". Shakey has a TV camera and other accessories 
and communicates through an antenna with its 
"brain," a computer: this is an example of the in
teresting principle that a robot may be quite sep
arate physically from its brain. 

According to a report published in July 1973 in 
the "Boston Globe", you can put Shakey into an of
fice, and Shakey will "observe" the locations of 
doors, windows, and other major objects of the of
fice. Then you can give Shakey a com:nand like "go 
into the room three doors down the corridor and ri·we 
a box from one corner of that room into a position 
where it blocks the door to the room." That's all 
the instruction Shakey needs. Shakey will proceed 
to execute the task, dealing reasonably with fea
tures and obstacles in its path~ for which the 
computer program has been prepared. 

We are fortunate to have permission from the 
publisher to print a major part of Chapter 6, "Nat
ural Language", commencing in this issue. 

The outline of this chapter is: 

1. Natural and Artificial Languages 

2. Syntax and Semantics 

3. Formal Representations of Natural Language 

4. Phrase Structure Grammars 

5. Ambiguity 

6. Transformational Grammar 

7. Approaches to Semantics 

8. Programming Computers to Understand English 

9. Question-Answering in Restricted Domains 

10. Representation and Use of General Knowledge 

It is not feasible for us to print all of this 
chapter, which is very long. Omissions have been 
indicated by the sign " ..... "; and readers who are 
interested are urged to get hold of the book and 
read it in full. The book is crammed full of in
teresting and not too difficult examples and illus
trations, written by an author who knows how to ex
plain vividly and well. 

It is impossible to ignore the mounting evidence 
that computers can think and do think in many, many 
ways. And this book is a milestone along the path 
of recording the evolution of a thinking computer 
which will rival man, and a worthy addition to every 
library, both computer and non-computer. 

Edmund C. Berkeley 

Editor 
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The !Handling of Natura1I Language by a Computer 
Parlt 11 .1 

Bertram Raphael 
Stanford Research Institute 
Menlo Park, CA 94025 

''When scientists encounter a problem that is too difficult for them to solve directly, they 
usually look for simpler versions or special cases of the problem to work on first." 

Natural and Artificial Languages 

It has been said that the fact that man uses lan
guage to communicate distinguishes him from the 
other beasts. Of course, this claim is a great over
simplification. Some form of language is used at 
many levels in the animal kingdom. The jungle is 
filled with sounds and motions that convey messages 
of danger or desire. Dolphins seem to have an elab
orate system for sonic communication, and the dancing 
motion of bees seems to be capable of describing the 
distance and direction of food sources with amazing 
precision. Still, all human cultures use spoken 
language for far more than helping to satisfy basic 
bodily needs. The spoken and written word are a 
basis for describing complex situations, for devel
oping abstract ideas, for combining the separate 
knowledge of many people into jointly developed con
ceptions, and for accumulating and conveying infor
mation from one generation to the next in an evolving 
society. 

The Knowledge of Language 

Included as part of the knowledge that is passed 
along from generation to generation is the knowledge 
of language itself. Since the time of Babel, thou
sands of languages have been passed along from par
ent to child within their own tribes or nations. 
About a thousand years ago King Frederick II of the 
Holy Roman Empire thought that language was an in
herent (or instinctive) ability of human beings. To 
test his theory, he took a group of newborn infants 
away from their parents and brought them up in iso
lation from the rest of society. Even their nurses 
were not allowed to disturb the experiment by speak
ing in the children's presence. The idea was to 
observe what "built-in" language the children would 
begin speaking spontaneously: the language of their 
local society, Latin, Hebrew, or some other ancient 
"source" language? Unfortunately, the experiment 
failed; for a variety of reasons that I'm sure you 
can imagine, none of the children survi ved more than 
a few years, and none ever began to speak at all. 

Observable Languages 

Languages that have ever been used as the princi
pal means of communication in the day-to-day busi-

Excerpted from Chapter 6 , "Natural Language," of The Thinking Computer: 
Mind Inside Matter by Bertram Raphael, published by W. H. Freeman and 
Co., San Francisco, Calif., copyright 1976, and reprinted with permission. 

ness of a human society are called natural languages. 
(Those natural languages that are still in use some
where in the world are called living languages.) 
These languages are natural in the sense that they 
are existing, observable entities, just as are the 
natural biological species, or the physical consti
tuents of matter. Scientists may study and describe 
them, but cannot arbitrarily force them to change. 
Living languages change, just as biological species 
change, by a process of evolution; many small chan
ges are introduced in every generation, and a few ~ 
those that · improve the effectiveness of the language 
in some sense ~ survive to become permanent fea
tures. Thus we may expect most natural languages, 
which have experienced many centuries of such evolu
tion, to be extremely practical and efficient com
munications media. 

Artificial Languages 

Artificial languages are languages that have been 
invented by people for particular kinds of communica
tion. Musical notation is an artificial language 
with which a composer or arranger conveys his con
ceptions to musicians. Predicate calculus is one of 
many artificial languages for special domains of 
mathematics. And of course, FORTRAN, ALGOL, LISP, 
and so on, are artificial languages specifically 
designed to simplify the programming of computers. 

Why should computer users be interested in natu
ral language? The specially developed computer lan
guages seem much better suited for communicating 
with computers. Precisely because they are artifi
cial languages, they may be changed or expanded at 
the whim of their designers whenever the users think 
up some new features they would like to have to make 
some class of programming task easier. Natural lan
guages cannot be tampered with in this way. More
over, scientists do not yet fully understand the com
plexities of any natural language, and therefore do 
not know how to write compilers for natural langu
ages, or other direct computer implementations of 
them. 

Teaching Natural Language to Computers 

On the other hand, this book is about how to make 
computers smarter and more useful, and about the 
roles computers will play in the next two decades, 
as they become less expensive and more accessible, 
rather than the highly restricted and specialized 
roles they have played until quite recently. In the 
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past computers were used primarily by experts in a 
small ~umber G~ specialized fields ~ engineering, 
physics, banking ~generally with the aid of teams 
of highly trained computer specialists. Now we are 
in a period of transition to a time when computers 
will be almost as readily available as typewriters 
or telephones, and the potential users will be peo
ple from all walks of life ~ doctors, lawyers, 
school children, housewives ~ who will have their 
own direct access to considerable computing power. 
How will they use it? Will every educated person 
learn computer programming as a basic skill, along 
with reading and arithmetic? Perhaps, but the bur
den of acquiring this additional skill would surely 
impede people from taking full advantage of the 
availability of this new resource. Instead of 
teaching computer languages to people, perhaps a 
preferable approach would be to teach natural langu
ages to computers; then people'would be' able to com
municate with computers as easily as they communi
cate with other people, in a common language already 
familiar to them. 

This article considers the problems that have 
been encountered and the progress that has been made 
in the process of trying to teach computers to 
understand natural language. 

Syntax 

The study of languages, both natural and artifi
cial, has traditionally been divided into two major 
areas: syntax and semantics. Syntax deals with the 
formal structure of the strings of symbols that make 
up the sentences of the language, without regard for 
their meanings. 

Grammar 

The elementary symbols of the language may be 
combined only in certain ways, as prescribed by a 
set of rules called the grammar of the language. 
The basic task for syntactic analysis is to tell 
which strings of symbols are grammatical, i.e., 
legitimately belong to the language, and which are 
not. A musician can play only grammatical music; 
a computer can compile only grammatical FORTRAN. 
Figure 1 shows some examples of grammatical and un
grammatical samples of well-known artificial langu
ages. 

Grammatical 

Music r r r a J I J~r r 
Logic ('v'x)('v'y )('v'z)[P(x,y) /\ P( y ,z) :J P(x,z)J 

FORTRAN DO 10 I=l,100 
DO 20 J=l,100 

20 A(I,J)=O 
10 B(I)=O 

Ungrammatical - ~ --
1 "f~ n I I 

P('v']]x /\ :J (z)y 

DO 10 I=l =100 
DO 20 l,lOO=J 

10 A(I,J)=O 
20 B(A) =O 

Figure 1: Grammatical and ungrammatical sample formal 
language segments. 

Semantics 

Semantics refers to the meanings of the symbols 
and of the grammatical symbol-strings of the langu
age. The semantics of a musical score consists of 
tones, durations, and sound qualities; the seman
tics of a computer program consists of arithmetic 
and symbolic operations taking place in the regis
ters of a computer . Since ungrammatical expressions 
seldom have semantic interpretations, we usually 
study formal languages in two sequential phases. 

First, syntactic analysis determines whether the 
expression is grammatical; then, if it is grammati- r 
cal, semantic analysis determines what it means. 
(In the computer-language example, this separation 
is especially clear: a compiler operates in an al-
most purely syntactic manner, and only at "run time," 
when the results of the compilation are executed, 
does the semantics emerge.) 

Until the 1950s most linguists thought that na
tural language could be analyzed in separate sequen
tial phases: first syntactic and then semantic. 
Natural language has features that are clearly syn
tactic and features that are clearly semantic. It 
was believed that certain syntactic transformations 
could be applied to natural language without affec
ting meaning, just as a musical score can be changed 
in certain ways without changing the sounds it rep
resents. This belief was the basis for massive ef
forts during the 1950s to have computers translate 
text from one language to another. First large dic
tionaries were placed on computer tapes so that the 
translations of individual words could easily be 
looked up. Then elaborate grammars were developed 
to explain the differences, from one language to 
another, of such obvious syntactic features as word 
order, noun cases, and verb tenses. Linguists work
ing with computer scientists hoped that, if their 
programs captured enough of the syntactic differ
ences between the languages, then translated sen
tences would come through with their meanings undis
turbed. Unfortunately, these experiments failed 
miserably, producing translations whose meanings 
differed from the original in all kinds of strange, 
unexpected ways. For example, when the biblical 
quotation, "The spirit is willing but the flesh is 
weak," was translated from English to Russian and 
then back to English, what came out of the computer 
was, "The wine is agreeable but the meat has spoiled." 

Fuzzy Boundaries 

The lesson learned from these early efforts at 
mechanical translation was that the boundary between 
syntax and semantics in natural language is extreme
ly fuzzy. No system of grammatical rules has been 
discovered, or now seems likely to be discoverable, 
that can describe the structural properties of 
natural language without being concerned also with 
semantics. The formal ways in which words can be 
strung together and the meanings of those strings 
appear to be interrelated in subtle and complex ways. 

Some English sentences are clearly both grammati
cal and meani ngfu 1, "John gave the carrot to Mary," 
and some are clearly so ungrammatical as to be mean
ingless, "To gave Mary John carrot the." However, 
we also can construct English expressions whose 
meanings are perfectly clear even though the expres- · 
sions are obviously ungrammatical: "I ain't never 
been there," "Me, Tarzan; you, Jane," "Them's them," 
and expressions that are perfectly meaningless even 
though they give the impression of being completely 
grammatical: '"Twas brillig, and the slithy toves 
did gyre and gimble in the wabe," "Colorless green 
~deas dream furiously." In fact. grammar (syntax) 
and meaning (semantics) of natural language are 
inextricably intertwined, almost from the basic defi
nitions. 

Mathematician's Grammar vs. Linguist's Grammar 

The linguist ~ the scientist who studies the 
nature of language ~would agree with the mathema
tician in defining the grammar of a language to be 
a set of rules that identifies which sentences be
long to a language and which sentences do not belong. 
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However, the mathematician, who is concerned with 
artificial languages, is satisfied to define the 
language by the grammar; a given sentence is part of 
a given artificial language if and only if the gram
mar permits it to be. The linguist, on the other 
hand, is faced with an existing natural language. 
The grammars he constructs are only approximations 
to the real, but unformalized, grammar of the langu
age. His ultimate test of whether a given sentence 
is part of a given natural language is to ask some 
native speakers of the language; and they will usual
ly reply that the sentence is grammatical only if it 
is meaningful to them. Therefore any grammar con
structed as an approximate description of a natural 
language must attempt to separate, not only allow
able from structurally ill-formed sentences, but also 
meaningful from meaningless sentences . 

In the next section we shall examine in more de
tail the kinds of grammars that have been proposed 
to describe the structure and meaning of sentences 
of natural language, and in the section following 
that I will present examples of computer systems that 
have been programmed to "understand" some aspects 
of natural language. 

Formal Representations of Natural Language 

The simplest form of grammar, for a natural or 
an artificial language, is a list of all the permis
sible sentences. If we had such a list, we could 
tell whether a candidate sentence was in the langu
age described by the grammar merely by looking at 
the list to see whether the sentence was there. Un
fortunately, interesting languages generally have 
such a large number of sentences that a list of all 
of them is not feasible. Instead, we need some kind 
of concise statement, such as a formula or a set of 
rules, that constitutes a summary description of the 
huge, perhaps even infinite, number of sentences. 

Phrase-Structure Grammars 

A phrase-structure grammar is the most common 
way to represent an infinite number of sentences by 
a small set of rules. In it each rule consists of 
a symbol, an arrow, and a string of symbols, and 
means that the string of symbols on the right of the 
arrow may be substituted for the symbol on the left 
of the arrow. Certain symbols, called terminal sym
bols, never appear on the left of any arrow ..... 

The grammar G defines a language L that contains 
only six words in the sentence, "John gave the car
rot to Mary." What other sentences does L contain? 
By simply interchanging the use of rules 9 and 10 
in the derivation, we see that L also contains "Mary 
gave the carrot to John," which is also a reasonable 
English sentence. However, by applying the rules 
in different ways, we can show that L also contains 
a variety of other "sentences" including "John gave 
John," "The Mary gave John to the carrot," "Carrot 
gave the Mary to carrot," and so on ..... 

Clearly the language L is very different from 
English. However, if we can characterize the dif
ferences precisely enough, perhaps we can find ways 
to change G, by adding to or replacing its rules, to 
produce a new phrase-structure grammar G' in which 
the language L' accepted by G' would be closer to 
English than L is. By repeating this procedure with 
L', and so on, we can get successively better ver
sions of a phrase-structure grammar for English. 

Scientists in the 1950s posed the question: 
"Could such a procedure produce a phrase ·-structure 
grammar that accepts a language close enough to 

ordinary English to be useful for such practical 
purposes as mechanical translation?" 9I'his goael. was 
considered possible, partly because phrase-structure 
grammars were known to be powerful enough to describe 
rather complex artificial languages, such as comput
er-programming languages, with precision. This goal 
was also considered desirable, because the formal 
properties of phrase-structure grammars were well 
understood. In particular, although our discussion 
has explained how to use a grammar for generating 
random acceptable sentences (by starting with a sen
tence Sand making successive substitutions), there 
are efficient procedures for running the grammar 
backwards: i.e., starting with any sentence and pro
ducing its structural description (or proving that 
the sentence is not grammatical). This property of 
a grammar is extremely important for practical ap
plications, bijt it is not always present in more 
complex kinds of grammars ..... 

The practicality of phrase-structure grammars (and 
the programs that make use of them) depends upon the 
existence of broad general word categories, such as 
noun and verb, whose roles may be summarized by rules 
of the grammar. Since such categories seem to be 
grossly inadequate when we examine natural language 
closely, phrase-structure grammars, as a sole means 
of describing natural language for computer proces
sing have been generally abandoned. 

Ambiguity 

Almost every change made in a grammar (of phrase 
structure or similar nature) either to increase its 
scope (to accept more of English) or to narrow its 
range (to rule out more nonsense), requires an in
crease in the number of rules of the grammar. The 
new rules often inteiact with previously established 
rules in unexpected ways. As a result of such inter
actions, complex grammars frequently have several 
different ways of accepting the same sentence: i.e., 
one sentence may have several different structural 
descriptions. We then say that the sentence is am
biguous with respect to the grammar; each structural 
description generally corresponds to a different 
possible meaning of the sentence. 

The most elaborate phrase-structure grammar of 
English ever implemented on a computer was developed 
at Harvard in the early 1960s. It had many thou
sands of rules, and as a result frequently found 
several, sometimes dozens, of different structural 
descriptions for the same sentence. For example, 
one five-word sentence was found to have four dis
tinct interpretations! When given the sentence, 

"Time flies like an arrow," 

the Harvard system produced structural descriptions 
corresponding to the following meanings: 

I. Time moves in the same manner that an arrow 
moves. 

2. Measure the speed of flies in the same way 
that you measure the speed of an arrow. 

3. Measure the speed of flies that resemble an 
arrow. 

4. A particular variety of flies called "time
flies" are fond of an arrow. 

Now these are all certainly meaningful interpreta
tions of the sentence, even if some of them are rath
er peculiar. In fac t . I suspect that the designers 
of the Harvard analysis system were delighted that 
their program was capable of dreaming up such novel 
interpretations. However, if we want to produce 
practical computer systems that will understand what 
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we say, we don't want the program first to list all 
the po~sible o~scure and peculiar (although syntac
tically correct) interpretations of everything we 
say, and then to zero in on the one that makes the 
most sense. Instead, we shall prefer that our pro
grams immediately recognize the "right" interpreta
tion, based perhaps upon previous conversation or 
perhaps upon the program's general knowledge of 
what makes the most sense. Linguists are now moving 
toward theories of language, which we shall review 
briefly below, that tie meaning into syntactic anal
ysis. Eventually these theories may evolve into a 
formal basis for language analysis by computer that 
will augment the ad hoc implementations now under 
development. 

Transformational Grammar 

A major innovation in the structure of grammars 
designed to approximate the grammar of natural lan
guage is called transformational grammar. This ap
proach to organizing grammar was first proposed by 
Chomsky at MIT in about 1957, and has undergone con
tinued study, elaboration, and modification ever 
since. Transformational grammars attempt to keep 
most of the appealing simplicity of phrase structure, 
yet enrich its descriptive power in order better to 
approximate natural language. The mechanism for 
this enrichment is the addition of a series of lev
els of language description. At the bottom of the 
ladder is a phrase-structure grammar, called the 
base component of the transformational grammar. 
This base component can be used to generate strings 
of terminal symbols and their structural descrip
tions, just like the phrase-structure grammars dis
cussed previously. However, the structural descrip
tions generated by the base component are not in
tended to describe unique acceptable English senten
ces as they would appear in text; instead, these 
structural descriptions are intended to describe the 
unique meanings that English sentences can have, and 
are called the deep structure representations of 
sentences. The other major component of transforma
tional grammar, the transformational component, con
sists of a set of rules (called transformations) that 
can change the deep structures produced by the base 
component into other structural descriptions - sur
face structures - that do describe actual sentences. 
Sometimes several transformations may be applied 
successively, producing several intermediate levels 
of description between the deep structure and the 
surface structure. 

Transformations 

The same deep structure, when subjected to dif
ferent transformations, can produce surface struc
tures that appear quite different from each other. 
For example, "John gave the carrot to the aardvark," 
"Did John give the aardvark the carrot?" "The carrot 
was given to the aardvark by John," and perhaps even, 
"The large burrowing nocturnal African mammal of the 
order Tublidentata received the biennial herb of the 
family Umbelliferae from John," can all have the 
same deep structure: a representation of the trans
fer of a certain vegetable from a certain person to 
a certain animal. The four transformations illustra
ted above each have wide general use: one produces 
a simple declarative sentence, one produces a ques
tion, one constructs the passive voice, and one 
paraphrases the sentence (with the help of a dic
tionary!). At the same time, several different deep 
structures may sometimes lead to the same or similar 
surface structures; for example, a complete trans
formational grammar should have four distinct deep
structure representations corresponding to t he four 
different meanings of "Time flies like an arrow." 

Transformational grammars are a much better tool 
than phrase-structure grammars for describing natural 
language, because of the richness and flexibility 
provided by the transformational component. However, 
two major problems have hindered the development of 
useful computerized language analysis systems based 
upon such grammars. 

A Practical Problem 

Transformational grammars are basically genera
tive in nature. They prescribe how to use a base 
component to produce deep structures and how to 
transform deep structures to produce surface struc
tures that represent all the sentences of a given 
language (which may be an approximation of some na
tural language). They do not prescribe how to anal
yze a given candidate sentence to tell whether it 
belongs to the language, and if so what its deep 
structure is. If the sentence has several possible 
deep structures ("Time flies like an arrow"), we 
have no guidance as to how to choose one - the pro
blem of ambiguity has changed form, but has certainly 
not gone away. Unlike phrase structure rules, trans
formations are very difficult to run "backwards," 
and attempts to do so have generally resulted in 
slow, cumbersome procedures. 

An Underlying Theoretical Problem 

Deep structures are supposed to represent unique 
meanings of sentences. But how can one represent a 
meaning? Isn't that really the purpose of natural 
language in the first place? One might argue that, 
since we do not know precisely how meaning is con
veyed by natural language, we have merely put off 
the problem, and perhaps obscured it, by replacing 
it with the problem of how to convey meaning by the 
deep structures hidden under the transformations. 
This is a little like the school of philosophy that 
once "explained" the nature of intelligence by hy
pothesizing a "homunculus" - a little man who makes 
all the intelligent decisions - inside everyone's 
head. 

Meaning Is the Key 

Things are not really all that bad. In the first 
place, the simple realization and general acceptance 
that understanding meaning is the key to understand
ing language is a significant result of the past 
twenty-five years' (1950-1975) work in linguistics 
and related fields. Second, every natural language 
certainly does have a structure that must be anal
yzed in order to understand the meanings conveyed, 
and transformational grammar provides one good 
framework for describing this structure. Finally, 
we are not completely in the dark about how to rep
resent meanings. Chomsky proposed one way in his 
original descriptions of deep structure, and many 
scientists are actively engaged in exploring dif
ferent approaches, both to fit into the transforma
tional-grammar scheme and to use in other more ad 
hoc language-processing systems. The next subsec
tion reviews some of these approaches to the auto
matic handling of the meaning of language, or ( t o 
use a fancier word that means the same thing) seman
tics. 

Approaches to Semantics 

The basic approach to semantics, like the approach 
to syntax, has been to define certain groupings or 
other logical structures comprising words. However, 
semantic groups contain words that play a similar 
role in conveying meaning, as opposed to syntactic 
groups of words that play a similar role in forming 
sentence structures. 

(please turn to page 18) 
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Jabberwocky and Gizzlllo 

Neil Macdonald 
Assistant Editor 

Probably the most famous nonsense poem in the 
English language is "Jabberwocky" by Lewis Carroll. 
In "The Annotated Alice" with an Introduction and 
Notes by Martin Gardner, published by Clarkson M. 
Potter Inc., New York, in 1960, 351 pages, many of 
the famous nonsense words invented by Lewis Carroll 
are commented on. At least "galumph" and "chortle" 
have found their way into the Oxford English dic
tionary. 

This poem has a strong connection with the type 
of puzzle called GIZZMO, which from time to time is 
published in "Computers and People". For an example, 
see page 18 of this issue. 

The following information leads up to a JABBER
WOCKY GIZZMO puzzle which is stated below. 

Carroll's Poem 

'Twas brillig, and the slithy toves 
Did gyre and gimble in the wabe: 

All mimsy were the borogoves, 
And the mome raths outgrabe. 

"Beware the Jabberwock, my son! 
The jaws that bite, the claws that catch! 

Beware the Jubjub bird, and shun 
The frumious Bandersnatch!" 

He took his vorpal sword in hand: 
Long time the manxome foe he sought -

So rested he by the Tumtum tree, 
And stood awhile in thought. 

And, as in uffish thought he stood, 
The Jabberwock, with eyes of flame, 

Came whiffling through the tulgey wood, 
And burbled as it camel 

One, two! One, two! And through and through 
The vorpal blade went snicker-snack! 

He left it dead, and with its head 
He went galumphing back. 

"And hast thou slain the Jabberwock? 
Come to my arms, my beamish boy! 

0 frabjous day! Calloohl Callayl" 
He chortled in his joy. 

'Twas brillig, and the slithy toves 
Did gyre and gimble in the wabe: 

All mimsy were the borogoves, 
And the mome raths outgrabe. 

A number and word puzzle for a nimble mind and a computer 

Special Context Words: Number and Frequency 

BANDERSNATCH , 1 
,BEAM I SH 1 
BOROGOVES 2 
BRILLIG 2 
BURBLED 
CAL LAY 
CALLO OH 
CHORTLED 

GALUMPHING . 1 
GIMBLE 2 
GYRE 2 
JABBERWOCK 3 
JUBJUB 
MANXOME 
MIMSY 

SLITHY 2 
SN I CK ER- SN ACK 
TOVES 2 
TL!LGEY 
TUM TUM 
UFFI SH 1 
\IORPAL 2 
WABE 2 

FR AB JO US 
FRUM I OUS 

MOME 
OUTGRABE 
RATHS 

1 
2 
2 
2 WHIFFLING 1 
2 NU 29 FQ . 43 

Jabberwocky Gizzmo Puzzle 769 

The numbers in the following version of the 
poem stand for the special context words in "Jabber
wocky." Replace each number by an ordinary natural 
English word which makes good sense and good poetry 
in the context. 

The best solution(s} from readers will be pub
lished in future issues of "Computers and People". 

1 TWAS· 1 AND THE 2 3 
DID 4 AND 5 IN THE 6; 
ALL 7 WERE THE 8 
AND THE 9 1 0 1 1 • 

"BEWARE THE 12, MY SON! 
THE JAWS THAT BITE, THE CLAWS THAT CATCHl 
BEWARE THE 13 BIRD, AND SHUN 
THE 14 1sl" 

HE TOOK HIS 16 SWORD IN HAND; 
LONG TIME THE 17 FOE HE SOUGHT. 
SO RESTED HE BY THE 18 TREE 
AND STOOD- AWHILE IN THOUGHT• 

AND, AS IN 19 THOUGHT HE STOOD, 
THE 12, WITH EYES OF FLAME, 
CAME 20 THROUGH THE 21 WOOD, 
AND 22 AS IT CAME. 

ONE,Twot ONE,TW01 AND THROUGH AND THROUGH 
THE 16 BLADE WENT 23· 
HE LEFT IT DE-AO, AND W·I TH I TS Hj!:AD 
HE WENT 24 BACK• 

"AND HAST THOU SLAIN THE 12? 
COME TO MY ARMS~ MY 25 soy. 
0 2 6 DAY• 2 7 ~ 28 ~ ·" . 
HE 29 IN HIS JOY· 

1TWAS 1, AND THE 2 3 
DID 4 AND 5 IN THE 6; 
ALL 7 WERE THE a, 
AND THE 9 10 11• 
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The) Invasion of Privacy and Electronic Fund 

Transfer Systellls: Spotlight on the Invaders 

Seymour F. Thompson 
835 Edmands Road 
Framingham Centre, MA 01701 

... invasion of privacy of the type we all fear the most has very little to do with where the 
records are or how many there are or whether they're automated or centralized. Invasion has 
to do with invaders." 

Concern over Privacy 

An article by Paul Armer, published in Computers 
and People, June 1976, expressed concern about po
tential invasions of privacy in an Electronic Funds 
Transfer System (EFTS). / 1/ This is one of many ex
pressions of concern by computer people, consumer 
advocates, and others. The government commission on 
privacy held hearings on the subject. The National 
Commission on EFTS lists invasion of privacy as one 
of the social issues to be considered. 

There are few specific recommendations about how 
to solve this problem in EFTS, but some broad gener
alizations have been made. Paul Armer says, " ... 
I believe that any instance in which a great deal of 
information about an individual is concentrated in 
one place represents a threat to his privacy. In 
our existing systems, privacy is assured under all 
but the most unusual circumstances by the sheer cost 
and inconvenience of a search .... it would seem 
prudent to me to slow down the pace at which EFTS 
are being implemented. A bit more time might enable 
us to erect some safeguards." 

Systems Safeguards? 

When Paul Armer and Dan McCracken made presenta
tions before the National Commission on EFTS / 2/ , 
George Oran, the commission member from the Federal 
Home Loan Bank Board, asked what Armer and McCracken 
would recommend to the commission to help them solve 
the invasion of privacy problem and the potential 
problems of errors, fraud, and theft on the software 
side. Their recommendation was to slow down the 
speed of implementation of the EFTS. Presu~ably, 
time should be taken to design systems safeguards 
as well as legal safeguards in these problem areas. 

Emphasis Should Be on the Invaders, 
Not the Invasion 

While I agree with both Armer and McCracken that 
systems safeguards are very desirable, I do not be
lieve they, or the privacy commission or the EFTS 
commission, have attacked the invasion of privacy 
problem fro'!l the root direction. The emphasis has 
been placed on the concept of invasion, but little 
attention has been paid to the invaders . Other than 
so.'!le general references to "1984", Big Brother, Rus
sia, other communist countries, the IRS, FBI, CIA, 
and the Nixon administration, the real brass tacks 
of the situation that has emerged in this "land of 
the free" have not been touched. 

Let's take a look at the real invaders, not some 
postulated ones, in America, today. Let's examine 
their motivations, their methods and the resources 
for invasion of privacy. Then we'll know whether it 
makes any truly significant difference whether we 
have centralized EFTS files or not. We'll also have 
a better idea of what kind of legal systems and other 
safeguards may have an impact. But most importantly, 
let's attack the invaders, expose them, and keep 
them away from our records ~ wherever they may be. 

Long-Standing Invasion 

In an article in Computers and Automation a few 
years ago / 3/ , Richard E. Sprague pointed out that 
our privacy had been invaded in America for years 
and that computerizing files would not change the 
fundamental opportunities or motivations of the in
vaders. This article appeared before legislation 
concerning retail credit files and consumers' rights 
of access to their own records was enacted. In 
those days, circa 1950-1970, retail credit records 
contained much negative information about a person, 
including newspaper articles and pure gossip. They 
contained very little positive information, but had 
plenty of errors. These records were available to 
just about everyone, except the person whose file 
it was. A lawyer could pay a private detective to 
see a person's file without his or her knowing it, 
or knowing what was in the record. A person could 
not, legally or forcefully, obtain access to his or 
her own file or change it to make corrections or 
delete obsolete material. 

Freedom of Information Laws 

After the passage of the new laws, a person has 
the right to see his or her own credit file and the 
right to change it legally. But how often has this 
ever been done? How does a person know how many 
credit files there are on him, and where they are? 
Who has been looking at them during the last few 
years? 

If you're like me, the answers to these questions 
are all "No." In spite of my intense concern about 
invasion of privacy and in spite of the fact that I 
caught an invader red-handed tapping my home phone, 
I still do not know where all the records about me 
are located, nor do I know who has been looking at 
them. 
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Getting "Your File" from the CIA and the FBI 

I sent to the CIA and FBI for their files on me, 
which any American citizen may now do under the new 
freedom of information legislation. The results 
were exasperating and laughable. Months of delays 
and lots of apologies came from both agencies. The 
CIA said their file on me came mostly from the FBI. 
When I finally received something, it was a copy of 
a report by the FBI on the people who founded the 
Institute of Management Sciences (TIMS) in 1949. 
Why the FBI was investigating TIMS was not clear. 
I was included as one of the original charter mem
bers, hardly comparable to being a card-carrying 
Communist, and this was way before Senator Joe 
McCarthy's era. 

Invasion Has to Do with Invaders 

The point is that invasion of privacy of the type 
we all fear the most has very little to do with 
where the records are or how many there are or 
whether they're automated or centralized. Invasion 
has to do with invaders. I believe we can classify 
individuals and groups that wish to gather or dis
seminate information about you or me, into twQ cate
gories. Category 1 consists of (1) those whom we 
want to have information about us, and (2) those 
whom we don't mind having information about us. On 
the other hand, Category 2 consists of (1) those whom 
we do not want to have information about us or to 
disseminate information about us, or (2) those who, 
if they do have information about us, we want to 
know about it beforehand and want the legal right to 
block them from having or disseminating the informa
tion. 

We Want Good Credit 

Examples of Category 1 are retailers or banks or 
other credit establishments, either local or nation
al, with whom we have a good credit standing and 
record or with whom we wish to establish a good 
credit or bank standing. None of us has any objec
tion to giving three or four credit or bank refer
ences when applying for a loan or opening a new 
charge account. If we are honest citizens, we want 
positive, good credit information to be passed 
around, including individual transaction or payment 
records, if it helps establish our financial repu
tation and our credit worthiness. We can object to 
errors creeping into those records, especially the 
type of error introduced by manual or computerized 
receivables systems, such that the error is perpetu
ated and tends to create a negative impression. We 
can also object to gossip, rumors, and false data 
being placed in our records. That still does not 
influence our thinking with regard to giving these 
institutions access to all of our records. Many 
other examples of Category 1 could be listed. 

We Do Not Want Snooping · 

Category 2 is the category we are really concerned 
about. Let ' s examine these organizations, groups, 
and individuals in some detail. 

Here is a list of known or suspected invaders of 
privacy belonging in Category 2. 

1. Federal Government Agencies 
FBI 
CIA 
IRS 
Army intelligence 
Navy intelligence 
NSA 

Federal Grand Jury Strike For~e 
White House 
House Un-American Activities Committee 
U.S. Department of Justice 
U.S. Treasury Department 
Law Enforcement Assistance Agency 

2. State and Local Governments 
State-wide cooperating law enforcement groups 
State attorney generals 
State police 
City police 
Local district attorneys 
Special local strike forces (SWAT, etc.) 
Regional law enforcement groups (western 

states) 
Local courts 

3. Private Organizations 
Private detective agencies 
Credit-investigating organizations 

The Senate Intelligence Committee Investigation 

Thanks to the efforts of the Church committee and 
other Senate and House committees investigating U.S. 
intelligence agencies and other agencies such as 
the IRS, we now know how extensive the invasion of 
our privacy has been through the past few decades. 

To those who would say, "Ah yes, but after Water
gate and the Church investigations, all ~hat activity 
has stopped," it is only necessary to point out what 
has been revealed about FBI "bag jobs" during the 
months of June and July 1976. J. Edgar Hoover pre
sumably ordered that illegal burgl~ries of "l~fti st" 
groups and i ndi vidua ls' homes, offices, and files be 
stopped in the 1960s . Yet we.now know . that th ese 
FBI invasions of privacy continued until at least · 
1975, and are very likely still going on. 

Continued Snooping 

Can anyone doubt the probability that the CIA i~ 
still invading the privacy of Americans through mail 
surveillance, telephone tapping, bugging, and illegal 
burglaries? Perhaps the army has ceased. its ~nva~ 
sions of privacy and its creation of a gigantic file 
on thousands of innocent citizens? / 4/ Pe rhaps the 
IRS has discontinued its invasion of privacy prac
tices initiated during the Nixon years? Perhaps the 
NSA has stopped the use of sophisticated data pro
cessing and communications techniques to.mo~i~or th~ 
telephone conversations of thousands o~ indi~id~als . 
Perhaps the Postal Service has ceased its mail inter
ceptions on behalf of other government agencies? 

Perhaps. But can we really be sure? The Church 
committee and the privacy commission have barely 
scratched the surface of what has been going on. 
It is said by those close to the Justice Department 
investigation of the FBI that literally hundreds and 
hundreds of FBI agents and top executives from Hoover 
on down have been involved in criminal activities 
affecting privacy. Thousands of FBI privacy inva
sions have yet to be exposed. If there are thousands 
of FBI "bag jobs," there must be tens of thousands 
of CIA privacy invasions. 

The IRS is of special interest in the EFTS c~se 
because of their potential activities in gathering 
data illegally (or legally) about the financial 
status of Americans. The Supreme Court recently 
ruled that th e IRS has the right, under court order, 
to demand and to receive the bank account records of 
any U.S. citizen from any financial institution. 
Many honest taxpayers will be disturbed by that 

ruling. (please turn to page 19) 
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. there are considerably more persons in the United States engaged full-time in the 
creation of records than there are farmers. Our annual paper work cost is a multi-billion 
dollar figure that exceeds the annual federal budget.' " 

Introduction 

The use of set theory can be a helpful technique 
for systems designers and analysts, since it can 
identify the areas of interrelationship between sev
eral systems. The approach can facilitate systems 
improvement by pointing out duplication of effort 
in related systems, and thus encourage the develop
ment of lean systems that are most economical for 
an organization as a whole. 

The Importance of Interdependent Systems 

Many, if not most, computer applications are de
signed and developed relatively independently of 
each other. This leads to a composit of systems 
which may be efficient individually but which too 
often are incompatible with each other. This condi
tion can result in a collection of syst~ms that 
cause major expenses for an organization. 

This article will show how set theory can be used 
to help design interdependent systems. This does 
not mean that certain systems cannot be developed 
independent of each other if the applications are 
sufficiently unrelated or management is aware of the 
penalties involved if identifiably interdependent 
systems are developed in isolation from each other. 

Properties of Sets in Systems 

First, let us state some general properties . of 
sets as we will use them in this article: 

AuB = A union B 
AxB = A intersects B 

The counting principle for the union of any three 
sets: 

Let A, B, and C be any three sets, therefore 
if the sets are 

1. disjoint, as in Figure 1, 
n(AuBuC) = n(A) + n(B) + n(C) 

2. joint, as in Figure 2, 
n(AuBuC) = n(A) + n(B) + n(C) -

n(AxB) - n(AxC) - n(BxC) + 
n(AxBxC) 

Inventory Control Intersects Manufacturing 

For example, Inventory Control intersects Manu
facturing, IxM: 

1. disjoint sets: the systems have been designed 
independently of each other, hence duplica
tions of certain steps in both departments; 

2. joint sets: there will be steps in the system 
which are common to both departments, but 
the systems have been designed to eliminate 
duplications. 

For simplicity's sake, three departments (sets) of 
an organization will be used in the following illu
stration; however, the departments (sets) can be ex
panded to any number. 

Let I ~ Inventory Control 
M = Manufacturing 
P = Procurement 

Hence, an exclusive systems approach would be shown 
as in Figure 1. 

000 
Figure 1 

Figure 1 suggests that each department (system) 
functions independently. In actual operation this 
could not be the case ~ the functions of inventory 
control, manufacturing, and procurement are inter
dependent functions. If a formal system does not 
bridge all three departments, then some kind of in
formal system will fill the void. 

Figure 2 shows a more realistic situation; the 
three functions are truly interdependent. 

p 

Figure 2: I xP, Inventory Centro I Intersects Procurement 
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Cost of Paper Work Exceeds Federal Budget 

There are regions (representing work flow, forms, 
responsibilities) which are overlapping, i.e., IxM. 
These regions isolate the areas that are likely to 
contain duplication of effort (e.g., identical files 
held in Inventory Control and Manufacturing) which 
wastes organizational resources. 

"The actual number of full-time clerical work
ers and the true cost of paper work are elu
sive figures. Nevertheless, there are con
siderably more persons in the United States 
engaged full-time in the creation of records 
than there are farmers. Our annual paper 
work cost is a multi-billion dollar figure 
that exceeds the annual federal budget. A 
mountain of paper casts a shadow of ineffi
ciency and waste over the land. Documents, 
the majority of which becomes worthless in 
less than five years, are stored in expensive 
containers in costly space long after they · 
have fulfilled their purpose." /1/ 

The same principle holds for IxP and MxP. But 
the problem does not stop here. An even more com
plex situation exists by intersecting IxPxM. This 
is the region in which work, functions, decisions, 
and forms are tripled. 

Systems Improvement Through 
Overhead Value Analysis 

A growing number of organizations are using over
head value analysis in information systems design. 
Such an effort logically starts in the area of 
IxMxP, e.g., each department wants to keep a copy 
of a form, for they tend to mistrust each other. 
Hence, there may be three identical files. If the 
three files can be reduced to one file, there will 
be an obvious benefit to the firm. Here is a clas
sical example of the situation: 

"A defense plant maintained a costly staff of 
800 engineers for original research on a 
multitude of projects. A management expert, 
wondering about the necessity for this out
lay, investigated fifty sample research pro
jects. To the amazement of the top officers, 
he demonstrated that in half the cases he 
could have obtained the same or better infor
mation by going to the library." / 2/ 

Similar problems do occur in large organizations 
between divisions and departments, or in medium to 
large firms between departments. One of the authors 
had an experience in one firm where the Procurement 
and Quality Assurance departments had identical 
files on vendor performance. The files were cre
ated four years earlier, because the Quality Engi
neering department had a bad reputation of not know
ing their work. Two years later, the Quality Engi
neering department became one of the best in the 
country, but still the two sets of files were kept. 
Old habits die hard, and management had to force 
the buyers to not duplicate the information avail
able from the quality engineers. Instead, a master 
file was created to which all have access. 

Cutting Down on Paper Work 

Another example are forms. There are so many 
forms or documents in many organizations, which must 
be handled by many different persons, and frequently 
some persons do the same work on the identical form. 
For example, let's examine what happens to a simple 

form which goes to all three departments, Inventory 
Control, Manufacturing, and Procurem~nt (see Fig-
ure 3). 

Data 

'Part No. • • • 
Description • • • 
Date • • • 

Figure 3 
As can be seen, each department writes down the 

part number and description; the date may vary from 
department to department. Three people do identical 
work writing down the part number ~nd descrip-
tion ~ and, most likely, all three departments may 
w~nt to file a copy. The form can be designed to 
function better, as shown in Figure 4. 

~~~~~~~~~ 

Figure 4 
The new form is more functional and easier to use. 

The schematic form in Figure 4 gives exactly the 
same information as the schematic form in Figure 3, 
and it also saves clerical efforts. The above sim
ple illustration is just an example, but there are 
many cases in government and industry which are 
similar in nature. 

"Even under rigidly controlled systems, paper 
work often begets more paper work. Ambiguous, 
inaccurate, or tardy records foster explana
tory or corrective documents. When paper 
work is uncontrolled, clerical empires quick
ly form. The burdensome cost of record mak
ing and the large percentage of errors pre
valent in the finished product are caused by 
paper work's own complicated process. Ornate, 
overlapping, complicated routines are custom
ary in the average administrative division." 
/ 3/ 

Buck Passing, Empire Building 
and Inefficient Bureaucracy 

In the case of the exclusive sys t ems design, an 
organization takes the approach: 

IuVJuP = n(I) + n(M) + n(P) 

All steps of the systems in I, M, and P have been 
designed independently, as it is shown in Figure 1. 
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Also, a disjoint (subsystem) approach gives way to 
inefficiency and drscourages team work. No one 
wants to accept any responsibility, rather there is 
buck passing, empire building, and inefficient bu
reaucracy. But in every organization, all depart
ments are interrelated to some degree; no department 
can work independently of the other. There are cer
tain operations which may be distinct to one depart
ment, e.g., the unshaded areas in Figure 2. Further
more, it must be remembered that even unique opera
tions of each department must contribute to the 
overall benefits of the firm. Otherwise, these 
functions will be eliminated. 

A systems department must, therefore, design or 
redesign systems in a manner that will benefit the 
firm. If this is not done, the systems department 
does not fulfill its responsibilit~es. The time has 
come when systems departments must start to contri
bute more to the overall benefits of an organization, 
or the systems profession will not attain its full 
potential. Consequently, the systems department 
must consider the joint set (total systems) concept, 
i.e. 

nOuPuM) n(I) + n(M) + n(P) - n(IxM) 
n(IxP) - n(MxP) + n(IxPxM). 

Figure 5 
All duplications and triplications should be scru
tinized for potential elimination. 

Distinguishing Between Users and Suppliers 

One author has made a very pertinent comment: 

"Substantial and permanent reductions in over
head costs are possible if users and suppli
ers of services work together in weighing 
costs and benefits, and identifying options 
and risks." / 4/ 

This statement is true, but it must be pointed out 
that quite frequently it becomes very difficult to 
distinguish between the user and the supplier of 
services. If this happens, it may become difficult 
to cut costs. In the unshaded area of Figure 5, 
the users and suppliers can readily be distinguished. 
As.an example, the supplier is Inventory Control, 
which forwards the purchase requisition to Procure
ment (user). But in the shaded areas, e.g., IxP, 
the ~istinction between user and supplier may not be 
readily seen. For example, which department is ac
countable for damaged parts which have been put on 
~he productio~ floor. Inventory Control may say, 

Procurement is accountable, since Procurement must 
buy parts to specification." Procurement says, "In
ventory Control should have informed Procurement 
that they, Inventory Control, received damaged 
parts." In the mean time, the production line has 
stopped, and the blame is passed from one department 
t? the next. If the organization has, for example, 
eight departments or a number of divisions, the buck 
passing can be time-consuming and very expensive. 

One of the authors was once assigned to analyze 
the "Vendor Evaluation Report" which Cost Account
ing supplied to Procurement monthly. This report 

was produced by Cost Accounting at a cost of 24 man
hours per month. Cost Accounting insisted that the 
report incorporated all the information Procurement 
needed. On the other hand, Procurement wanted dif
ferent kinds of data, but Cost Accounting was not 
willing to change the report. Therefore, Procure
ment used only certain sections of the report and 
worked 8 additional man-hours per month to revise 
the report according to its particular needs. After 
a lengthy discussion, Cost Accounting agreed to 
change the report, which still took 24 man-hours, 
but the 8 man-hours in Procurement were eliminated. 
Before the changeover, Cost Accounting was a 100% 
supplier and user, and Procurement (user) used only 
60% of the report. After the report had been 
changed, Procurement was also a 100% user. Many 
kinds of these reports are being generated daily 
everywhere, and the systems department, unfortunate
ly, is often a contributer to this inefficiency. 

Solving a Problem: 
Everyone Wants to Get Involved 

If there are three or more departments, e.g., 
AxBxCxDxE, there may be one supplier and four users, 
or three suppliers and two users, or three suppliers 
and three users, because one department may be a 
supplier and a user simultaneously. It may become 
almost impossible to define who should really be 
involved in solving a given problem; everyone wants 
to get involved. In this case, systems design or 
redesign may become nearly impossible. Most of the 
time, a compromise solution will be adopted which 
really does not optimize the system. 

A Step-by-Step Approach 

Some firms take the outlook: let's get one system 
fully operational first, and then the next. This 
approach can still be taken, and interdependent sys
tems design preserved. The analyst must first con
sider the total system in detail and then break the 
total system into subsystems. When he takes this 
step, the analyst must make certain that the subsys
tems are compatible with each other. The first sub
system will set the parameters for the second sys
tem; the first and second subsystems will set the 
parameters for the third one, and so on until all 
systems have been designed. For example, a total 
system consists of three subsystems A, B, and C. 
The analyst, after considering the total system in 
detail, must start with system A, then B, and at 
last C (see Figure 6). 
1. 3. 

A c 

2. 

B 

Figure 6 
If the total system concept is considered A-B-C, 
only minor changes may be needed to complete the 
cycle. 

Deciding Which Parameters to Use 

If this is not done, e.g., subsystem Bis first 
designed, then A, the question will arise which sys
tem should C follow, i.e., which parameters to use. 
If system C takes the parameters from B, then sys
tems B and C are not compatible to A, as shown in 
Figure 7. In Figure 7, the arrow from C to A is in 
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A c 

1. 

B 

Figure 7 

the opposite direction to the arrow of B to A, hence 
B and C are not compatible to A. 

In Figure 8, sets A and B, and B and C are joint, 
but the sets A and Care disjoint. Therefore, there 
will again be an informal system which bridges sys
tems A and C. 

Figure 8 

By using the counting principle for sets for Fig
ure 8: 

n(AuBuC) n(A) + n(B) + n(C) - n(AxB) -
n(BxC) 

i.e., there will be duplications and triplications 
in the total system. 

Options for Designing Compatible Systems 

There are four options open to the systems ana
lyst: 

1. Redesign system A to make the system compat
ible to systems B and C, or 

2. Redesign systems B and C to make them compat
ible to A, or 

3. Start all over again, from A-B-C, or 
4. Constant systems redesign, i.e., some systems 

will be always outdated, and hence a perma
nent staff is needed to keep updating sys
tems. 

If we consider the first option, redesign system 
A to make the system compatible to systems B and C, 
Figure 8 shows that systems (sets) A and B, and B 
and C are compatible, but systems A and C are dis
joint. Hence, to join all three sets there will be 
systems redesign for the area Axe and the area 
AxBxC (see Fig~re 9), which may be a major task. 
The same principle holds for the second option. 

A B 

Figure 9 

Using the fourth option, constant systems rede
sign, which is the exclusive system approach shown 
in Figure l, the three systems, just like a jigsaw 
puzzle, will never fit together. Or if any two sys
tems are compatible, the third system will never be 
congruous with the other two systems (see Figure 10). 

Figure 10 

As it has been shown, a lot of extra time and 
money will be spent when information systems func
tion with the subsystem (disjoint sets) concept. 

Organizing for Interdependent Systems 

The systems manager must consider the overall 
organization, i.e., IuPuM. The project leader must 
give special attention to the area of IxPxM, since 
all three departments interact in this region and 
most of the money can be saved. An analyst must 
spend most of his time and concern in the areas of 
IxP, IxM, and MxP, since an overlapping of functions, 
work, decisions, and forms may occur at this stage. 
A junior analyst may start to work in the exclusive 
areas of any department, for in these areas only 
department-wide systems are designed. Only one man
ager has to decide whether to accept or reject the 
system. 

The Person Must Fit the Job 

ln the area IxP, the managers of Inventory Con
trol and Procurement can decide if the system will 
be accepted or rejected. The analyst may have some 
negotiating to do, and most likely a compromise solu
tion will be adopted. 

In the region of IxMxP, even more discussions, 
meetings and negotiations will be needed, since 
three managers share the authority to accept or re
ject a system. What may be an ideal system for one 
manager may be the worst for another. In this case, 
the project leader must be an excellent mediator. 
The job description, as outlined, depends on the 
complexity and structure of the organization. The 
person must fit the job. 

Increased Complexities 

The model can be expanded to any number of divi
sions or departments (sets). The complexities in
crease as the number of departments increase, and it 
will be more and more difficult to determine which 
functions and decisions are duplicated, tripled, 
quadruplicated, and so on. 

(please turn to page 19) 
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Raphael - Continued from page 10 

One frequently used technique simply assigns a 
word, as part of its dictionary definition, a list 
of all the semantic categories to which it belongs. 
These categories include classifications such as 
Countable, Abstract, Animate, Edible, Human, and so 
on. Semantic rules must then specify how these cate
gory labels should be used. Such rules could be re
strictions or modifications of phrase-structure 
rules: for example, as part of the base component of 
a transformational grammar. These rules can say 
things like, 

"The action 'eat' may apply only to something 
that is Edible," 

( 

"The action 'give' may be performed only by 
something that is Animate," 

and so on. 

Semantic Categories 

One difficulty with this approach is the arbi
trary choice of categories, which may conflict with 
or overlap each other; for example, Human should 
certainly be included in Animate, although it has 
additional special properties of its own (only human 
animals tell jokes, keep pets, start wars, and so 
on). A tree structure based upon inclusion provides 
one way of organizing a set of semantic categories; 
that is, each node of the tree is the name of a cate
gory that includes all the categories below it. 

Any attempt to construct and use such a tree, 
however, introduces new difficulties. We keep run
ning into a problem: Which of the many possible ways 
of dividing a category should be used first? For 
example, should "Human" be subdivided first into 
Male / Female, Adult / Child, Healthy / Sick, Rich / Poor, 
Black/ Yellow/ White, or what? Each such division 
would result in a differently structured subtree, 
and would produce some special simplifications and 
some other special complexities in the necessary 
semantic rules. 

Inclusion is only nne criterion for organ1z1ng a 
tree of semantic categories. Other organizing prin
ciples could be used also, to produce additional 
trees. . ... 

Case Grammars 

A different approach to representing sentence 
meanings, called case grammars, is preferred by many 
linguists. In this approach, every activity has a 
whole family of implicit participants. Each of 
these participants has a particular role in the ac
tivity. For example, the action of giving always 
requires, as associated participants, a giver, a 
receiver, and a thing being given. (These roles are 
called cases, because they correspond roughly to the 
syntactic cases ~ nominative, dative, accusative, 
and so on ~ of classical grammatical theory). Be
cause each act of giving also takes place at some 
particular place and time these parameters are also 
included as participants. In general, this theory 
proposes that each sentence containing an action ~ 
usually specified by the verb~ can have its mean
ing represented by a list of the participants in the 
action and their associated roles. Moreover, only 
a small number of possible roles ~ probably less 
than ten, including the agent, mechanism, source, 
place, time, and so on ~ are needed to describe the 
action fully. Even though all the participants may 
not appear explicitly in the sentence describing 

an act, the nature of the act may require that those 
participants exist, so slots must be left for them 
in the representation of meaning. For example, 
place and time do not appear in "John gave the car
rot to Mary," but there certainly must have been 
some place and some time at which the giving took 
place. 

The concept of case grammars has had a wide influ
ence upon many recent linguistic research efforts. 
However, it is still an open question whether a com
puter system can be designed that will automatically 
perform the necessary case analysis to extract such 
representations of meaning from English text •....• 

(To be continued in next issue) 

GIZZMO 

The puzzle is to grasp relations between things 
that are not identified in the usual way ~ their 
names cannot be looked up in the dictionary ~ and 
then solve a problem involving them. A case could 
be argued that this puzzle is an extension of the 
principle displayed in Lewis Carroll's poem 
"Jabberwocky": 

'Twas brillig, and the slithy toves 
Did gyre and gimble in the wabe; ... 

In the following puzzle- a~l the special context 
nouns have been replaced by numbers. Each number 
stands for the same noun throughout. "A" stands 
for _ "A" or "AN." "32s" stands for the plural of 

· the noun designated by 32. 

The (or a) solution will be published in the next 
issue. Any other solution reported by a reader will 
also be published. 

Hint: To obtain one solution, the entire set of 
nouns in alphabetical order can be found on page 25. 
The puzzle then simplifies to fitting them in. 

GIZZMO 769 

The 1 is a 2 with a 3 of 4. About 5 percent of 

the 6 of the 1 has a 7 of more than 8 9s in 10 in 

some lls. The 12 of the 13 6 through the 3 occurs 

in lls but the 13 makes up only about 14 percent of 

the l's 6. The 1 is a 15 2 with a partial 16 7. 

Is this a common situation? Can we expect other 2s 

to have a 3? If they do, will the 3 always be of 4 

as on the 1 or is a 2 4 3 a rare occurrence? 

To answer these questions, let us consider the 

requirements for a 3. First, it must be made of a 

17 that is 16 at the 6 18 and 19 20 of the 2. Sec-

ond, the 17 must be made of 2ls abundant in the 22, 

so .that enough of the 17 will be found on the 2 to 

form a 3. 
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Thompson - Continued from page 13 
But what disturbs those citizens who followed the 

Watergate revelations closely is the use of special 
sections of the IRS for collecting information about 
citizens, including some congressmen, for political 
and other nontax purposes. Invasion of property, 
spying, wire tapping, bugging, personal surveillance, 
breaking and entering, and other techniques were 
used by IRS agents. In one case, the IRS provided 
agents to work with Justice Department agents to 
plant microphone bugs on a district attorney. IRS 
agents, operating radio receiving devices near the 
home, recorded conversations aimed at framing the 
citizen for bribery. The citizen (District Attorney 
Jim 'Garrison) was very nearly convicted at a trial 
using this IRS "entrapment" information. The Jus
tice Department special strike force headed this 
criminal action. J. Edgar Hoover and the FBI had 
refused to participate. In this case, the blackest 
of the three agencies was the Justice Department, 
trailed closely by the IRS, with the FBI coming out 
relatively clean. /5/ 

The Motivation of the Invaders 

What has motivated these privacy invaders? In a 
majority of cases, one all-pervading slogan describes 
it, "anticommunism." The leftist people and groups 
have been suspected of being communists or controlled 
by communists or of actions that would lead to com
munism taking over America. Even today, there are 
plenty of Americans who "see communists everywhere," 
and whose motivations in "law enforcement" (or what
ever) are basically anticommunist in nature. Many 
of these people firmly believe that invasion of pri
vacy is not only permissable, but absolutely essen
tial if we are to prevent the communists from taking 
over. Somehow, communists, in their view, are nearly 
always black, young, drug users , long-haired, left
ist, and more recently , female. 

The FBI Cointelpro Activity 

The FBI Cointelpro activity, which many believe 
is still going on, was basically an anticommunist 
project. J. Edgar Hoover was the fiercest anticom
munist of all after Joe McCarthy died. The use of 
provocateurs, one of Cointelpro's weapons, was wide
spread, much more widespread than has yet been real
ized by most of us. We will eventually learn tha t 
most of the bombings, disturbances, murders, and may
hem attributed to the Far Left was achieved by FBI 
and other police provocateurs. Readers of such un
derground publications as Counterspy / 6/ are already 
aware of this, and are aware of the fact that these 
illegal acts are continuing. 

The Resources of the Invaders 

What are the resources of these government inva
ders? They are vast. No one really knows, even now, 
how much money has been available to the CIA and 
FBI for these illegal, invading, activities. It is 
certainly well known to computer people that the 
technical resources, including computers and soft
ware people, of the army, FBI, CIA, NSA, and IRS 
overshadow all other resources in the computer field. 
In effect, it can be stated that the resources of 
these agencies are basically unlimited. If they 
choose to invade the privacy of anyone or any group 
and are not stopped, they can and will do it. They 
can go after information, wherever it may be, using 
a variety of technologies. The information certain
ly does not have to be all in one place; tha t makes 
no difference at all to them. Money is no object. 
People's time and other resources are no object. 
They will do it regardle s s. 

Electronic Fund Transfer Systems: 
Now Being Added 

EFTS and the invasion of privacy issue are super
imposed on this vast history of illegal and clandes
tine privacy invasions. In comparison to what has 
already happened, with no EFTS networks of any size 
and no centralized files of any consequence, the 
future incremental change in invasion of privacy 
that might occur because of centralization of EFTS 
files and networks will be relatively insignificant. 

System Safety Designs? 

Safety approaches in EFTS software designs to pre
vent invasions will be useless against the resources 
and power of <the invaders, as they have been consti
tuted up to now. Can you imagine trying to devise 
a software-hardware combination that would freeze 
out the CIA, FBI, and IRS, if they were not stopped 
in other ways from tapping files? 

Stop Fooling with "Invasion" -
Concentrate on Dealing with the Invaders 

The message to computer people is this: stop 
fooling around with the invasion of privacy problem 
as though it is a technical issue . Turn yourselves 
into social protesters, and join those who are trying 
to expose and control, or eliminate the ugly invaders. 
Do not worry about invasions of privacy, worry about 
the invaders and their motivations and resources. 
Cut them off where it hurts most, at the source of 
their strength, by comple t e public exposure. Con
vince computer people on t he inside of these invading 
organizations that they should expose the activities 
from the inside. A bright light shining on any kind 
of rat or vermin usually makes it go elsewhere. 

This is the pivotal place where t he efforts of 
the privacy commission, the ACM, SIGCAS, AFIPS, and 
others concerned about the issue of privacy should 
be concentrated. 
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SOME NOTES ON GRAPHING who would vividly note the dollar amounts depicted 
by the graph. In essence, the graph represents a 
basic fact or set of facts, which can be inter
preted in many different ways by many different 
levels of view. Stan Wall 

Department of Computer Science 
California State University, Chico 
Chico, CA 95929 

The cliche, "A picture is worth a thousand 
words", describes the value of a graph. One si~ 
ple graphical representation of data can convey 
innumerable concepts concerning facts, not only 
of an element's value or size, but also the in
terrelationships of the elements of a graph, the 
trends of the given elements, their weaknesses and 
strengths -- as well as other principles that nu~ 
bers in themselves cannot convey. 

These concepts can then be observed and inter
preted in a variety of ways by different individu
als. A top management planning function might ob
serve in a graph, the trend of sales of a process, 
and accordingly base its scope of planning. Th~ 
same graph may be observed by a budget manager 

Above: GROUPED COMPONENT BAR 
GRAPH A varia
tion of the COMPONENT BAR 
GRAPH, depicting not only the 
total of the subgroups of an 
element, but also a compari
son of the subgroups to one 
another. The individual who 
studies the graph gains a much 
clearer picture of the sub
elements by this grouping ar
rangement. 

Right: SILHOUETTE LINE 
GRAPH A form 
of line graph, showing how, 
over time or distance, a var
iable differs from some con
stant value. 
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Several of the graphs shown here clarify this 
concept of different levels of meaning in graphical 
representation. The graphs depict monthly disburse
ments and receipts. For example, the grouped com
ponent bar graph gives a record of disbursements for 
each month~ but it also clarifies the trends in 
disbursements, the relationship between the subsets 
within each element ~ plus a concept of the total 
scope of disbursements and receipts. It would be a 
challenge for most individuals to describe these 
amounts and indicate all the interrelationships of 
the data in just a thousand words. Further, I do 
not believe that words can as clearly convey precise 
information and communicate this information as rea
dily as numbers (particularly when the numbers are 
graphed, and in several varied presentations). 

The automation of the graphing task is not an 
attempt to achieve a more complex or detailed pre

sentation, but rather to 
relieve the individual 
from the clerical func-
tion of scaling the data, 
constructing lines, and 
all the other aspects of 
a graph. By utilizing the 
graphic system as a tool, 
the user can obtain the 
desired results simply by 
supplying the data to the 
graphing routines, never 
having to personally per
form further calculations. 
Computer-aided graphing is 
an indispensable, necessary, 
interdisciplinary tool. 

MONTHLY RECEIPT TOTALS 
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MONTH. Y RECEIPT TOTRLS 
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Right, middle: GROUPED 
COMPONENT BAR GRAPH 

-- a variation 
of the Component Bar Graph, 
depicting not only the to
tal of the subgroups of the 
element, but also a compari
son of the subgroups to one 
another. 
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Left, top: HORIZONTAL BAR 
GRAPH - a 
variation of the basic bar 
graph. "It is my opinion 
that the shaded graphs have 
a strength that the blank 
bar graphs do not possess, 
giving a 'weighted' effect 
to the graph. Here monthly 
receipts are drawn on the 
plotter at the right of the 
graph. The work shown here 
is a photographically re
duced version of a much 
larger graph." 
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Bottom, left: A new form of 
PIE GRAPH 

This 
graph utilizes only arcs, and 
was fairly straightforward to 
program and plan. 
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Computing and Data Processing Newslette1r 

SCIENTISTS DEVELOP TOOLS FOR AUTOMATED 
ANALYSIS OF COMPUTER HARDWARE 

Richard Puz 
Carnegie-Mellon University 
Schenley Park 
Pittsburgh, PA 15213 

Computer scientists at Carnegie-Mellon University, 
Pittsburgh, Pennsylvania, have developed a set of 
tools which will give EDP specialists a realistic 
means of comparing commercially available computer 
systems, and eventually enable new hardware designs 
to be generated automatically by computer. The sci
entists, Dan Siewiorek and Sam Fuller, associate 
professors of Computer Science and Electrical Engi
neering, and Mario Barbacci, research associate, 
have developed techniques employing a special pro
gramming language, ISP, designed at Carnegie-Mellon, 
to standardize the description of hardware compo
nents and operating characteristics of computers. 

"The technical manuals and specifications supplied 
by computer manufacturers often don't provide enough 
information, or data in comparable form, to enable 
EDP specialists to easily measure one machine's per
formance against another's on specific tasks," Dan 
Siewiorek said. "So we have worked to develop the 
programming that will enable us to describe and 
model performance characteristics." The modeling 
technique has enabled the group to compare different 
hardware designs through simulation, allowing poten
tial users to better match their needs with the 
capabilities of machines on the market. 

Entering an ISP description causes the simulator 
to handle data in exactly the same manner as the 
described machine, allowing a detailed performance 
test in which processes are monitored and recorded 
step by step. The advantage of using the simulator, 
rather than testing actual models supplied by a man
ufacturer, is that standard benchmarks can be used 
in the testing process, allowing the hardware itself 
to be measured against a uniform scale. "The simu
lator allows us to track sample problems through 
every phase of each computation, giving us a precise 
means of finding out which particular computer de
signs are best suited and most efficient for certain 
kinds of tasks," said Siewiorek. 

Since the simulation techniques provide a detailed 
analysis of machine operations, they can also be 
used as tools by manufacturers to test new designs 

without actually building the hardware. The final 
phase of the project will be to develop additional 
software enabling much of the design process to be 
done automatically by computer. 

The hardware descriptive tools are one phase of 
a comprehensive effort, "Symbolic Manipulation of 
Computer Description," by faculty, research scien
tists, and graduate students in Computer Science at 
Carnegie-Mellon University. The simulation program
ming is formatted for use on a DEC PDP-10 computer. 

COMPUTER HELPS BOTANISTS IDENTIFY 
ENDANGERED SPECIES OF FLOWERS 

Professor Theodore J. Crave/lo 
University of Notre Dame 
Notre Dame, IN 46556 

A study of specime~s collected over the past 175 
years indicates that certain flowers in the United 
States, considered "endangered" and "threatened," 
are increasing in number and type. As people move 
into new areas and alter the environment, flowers 
decline and disappear. For example, orchids that 
formerly grew in Indiana not many years ago are gone. 

The conclusion that certain flowers are disappear
ing is based on a three-year study by botanists at 
the University of Notre Dame, Notre Dame, Indiana. 
Using a computer, researchers analyzed 35,000 speci
mens of plants collected in North America since 
1800. The specimens are from botanical collections 
at 75 universities and museums across the country. 

"Our study is helping to determine the endangered 
status of certain plants," said Professor Theodore 
J. Crovello, chairman of the University of Notre 
Dame Biology Department. "Research, for example, 
indicates that relatives of the mustard are disap
pearing. On the other hand, we might find that a 
species thought to be extinct or disappearing has 
been mislabeled in some collections; or hadn't been 
collected for some years; or exists in only a few 
collections, but is still thriving in the wild." 

The Notre Dame researchers have supplied endan
gered species information to scientists studying 
plants of the mustard family in Ohio. Preliminary 
research indicates that while some plant species in 
Ohio are threatened and endangered, others can be 
removed from the list. Analysis of certain spring 
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flora, such as various types of spring water cress, 
shows some are disappearing while others are plenti
ful. 

Another study focuses on all 2,500 different spe
cies of flowers found in Indiana. The Flora Indiana 
Project (FLIP) is attempting to determine which 
plants are endangered or threatened (a less serious 
category). 

The biologists built their files of information 
by entering names of plants, when and where found, 
environmental conditions at time of collection, and 
other information. The computer produces reports by 
states and counties within states, showing numbers 
of plants gathered by century and decade since 1800. 

"This is more than just anesthetic loss, because 
man benefits from certain plant species," said Dr. 
Crovello. "For example, many important medicines 
come from plants, yet most plants have not even be
gun to be analyzed for products useful to people. 
Who knows what potentially valuable chemicals we are 
losing with every species that becomes extinct! 

"We hope our work will help people set their pri
ori ties, and to make them and their elected repre
sentatives better aware of the consequences of their 
actions. For example, currently the Federal Office 
of Endangered Species has only two botanists to 
monitor the endangered status of the 20,000 kinds of 
plants that grow (or have been growing) in the 
United States." 

The Notre Dame study of endangered species of 
flowers used an IBM System/370 Model 158 computer. 

CHEMICAL LAB FILLS ORDERS MORE QUICKLY 
AND MORE ACCURATELY WITH COMPUTERIZED 
RECORD-KEEPING SYSTEM 

Joe Pittman 
Varian Data Machines 
2722 Michelson Drive 
Irvine, CA 92664 

An automated record-keeping system at USS Chemi
cals, Pittsburgh, Pennsylvania, is helping labora
tory technicians more quickly ascertain the kinds of 
analyses needed for each shipment of chemical pro
ducts and insure that the required analyses are 
performed before a shipment is released. The Labo
ratory Services System (LASS) at USS Chemicals uses 
a minicomputer to enter orders, compile order lists, 
release shipments, and compile daily shipment re
ports. 

The data base contains some 600 customer addres
ses, along with information regarding any special 
testing requirements, customer product codes, and 
whether a Certificate of Analysis must be shipped 
with the product. Previously, this information was 
entered in loose-leaf binders and retrieved manually. 

Now an order from a salesman can be entered into 
the computer within seconds by typing a 10-digit cus
tomer code, the USS Chemicals order number, the re
quested shipping date, and the customer order num
ber. With those four entries, the computer searches 
the address files and, in one second or less, dis
plays the address associated with the customer code. 
After the operator verifies that the customer address 
is the correct one, the computer displays any re
quirements for a Certificate of Analysis and requests 
the products and weights in each order. Following 
that entry, the computer displays the USS Chemicals 
identification and the customer code, if any, for 

verifications with the actual order. Once the or
ders are stored in the computer, they ~an be easily 
cancelled or altered by an operator. 

A variety of lists, which previously had to be 
compiled and typed up by a clerical worker, can be 
displayed in seconds on a CRT terminal or printed 
out on a high-speed printer. Lists of all the or
ders in the file may be displayed chronologically 
by shipping date, showing the order number, shipping 
dates, products, and the first line of the customer 
address. A list giving all the orders scheduled to 
be shipped between any two dates can be displayed 
showing the order date, quantity, customer address, 
and the total quantity for each product between the 
dates given. Lists may also be displayed showing all 
the orders in the file for a given customer or a par
ticular produq_t. 

A sample from every product shipment which is to 
leave the plant must be analyzed by USS Chemicals 
technicians to ensure that the product meets sales 
specification requirements before it can be released 
for shipment. For example, all shipments of plasti
cizer, a plastic softening agent, are tested for 
appearance, odor, specific gravity, water content, 
acidity, and APHA color. 

Additional analyses are often required to deter
mine whether the product meets special customer 
specifications. A wire manufacturer may want an 
analysis of a plasticizer shipment to determine the 
product's direct current resistance; another manufac
turer may want the product tested for viscosity. 
LASS has enabled USS Chemicals technicians to exer
cise tighter control over shipping procedures. Ap
proximately 200 special customer specifications are 
maintained in the LASS data base. 

Previously, it was possible for a technician to 
miss the customer specifications and release the 
shipment on the basis of the sales specifications 
only. Now, this is virtually impossible. Further, 
the ability to remotely produce the Certificate of 
Analysis has greatly speeded up the process of 
releasing a shipment. 

The minicomputer has also streamlined the produc
tion of daily half-sheet shipping reports. These 
reports, giving product, customer, test results, 
etc., on each of the previous day's shipments, go 
to the sales, material handling, and production de
partments. Before LASS, a secretary spent 70 to 80 
percent of her time typing up the half-sheet reports. 
It now takes about 20 minutes each morning to pro
duce them. 

The USS Chemical minicomputer is a 32K Varian V72. 

COLLEGIANS OVERCOME WRITING HANDICAPS 
IN A COMPUTER-SUPPORTED ENGLISH LAB 

Jeff Hinger 
San Antonio College 
1300 San Pedro 
San Antonio, TX 78284 

More than half the students starting college in 
the United States this year cannot write a complete 
English sentence. National college entrance tests 
show that many don't know the difference between a 
noun and a verb. To help overcome this deficiency, 
San Antonio College, San Antonio, Texas, operates 
a special remedial English laboratory where thousands 
of students combat writing handicaps by practicing 
on a computer. 
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The laboratory, a supplement to traditional class
room m~thods, ~ombines audio-visual teaching with 
individualized, computer-assisted instruction. Work
ing with typewriter and video display terminals, the 
students review and test themselves on the basic 
concepts of sentence structure and usage. Within a 
short time, most are able to incorporate these con
cepts into their own writing and move on to earn 
top grades in freshman composition classes. 

Students who enter San Antonio College with low 
college entrance test scores (50 percent in 1975) 
are required to enroll in basic English, a remedial 
course, before they can qualify for classes in fresh
man composition. The students supplement their 
classroom work with at least one hour a week in the 
multimedia lab. 

Linked to the college's computer, a ~ank of termi
nals forms the hub of the lab. Working in an indivi
dual carrel, each student reviews instructional ma
terial and practices his writing skills. As he pro
gresses, color slides flash on the carrel's screen, 
narrated by synchronized audio tapes. 

Periodically during the session, the student 
moves to one of the computer terminals for test ex
ercises. To begin each computer-assisted exercise, 
the student types his full name. The computer re
sponds with directions on how to complete the test. 
When he answers a question correctly, the student 
is rewarded with personalized praise, "Good work, 
Marty." If he makes an error, the computer prints 
or displays the right answer, explaining why it is 
correct. At the end of each exercise, the student's 
performance is scored instantaneously. This gives 
him immediate feedback and a chance to observe a 
direct relationship between his efforts and the re
sults. 

The learning process is self-paced. Slow students 
can spend time mastering each phase of their work, 
while fast learners make rapid progress. One stu
dent recently completed a whole semester's work in 
five weeks. 

Student tutors and proctors lend assistance when 
necessary. The lab also offers a special remedial 
English program for students with impaired hearing, 
substituting a visual text for auditory information 
recorded on tape. The computer, however, does not 
replace the instructor; rather, the system handles 
repetitive drill work at a pace that's best for each 
individual student and frees the teacher for more 
creative tasks. 

A COMPUTER THAT NEVER FORGETS A FACE 

Office of Public Information 
Case Western Reserve University 
Cleveland, OH 44106 

A computer that never forgets a face? Why not? 
Engineers at Case Western Reserve University, Cleve
land, Ohio, are programming a computer so that it 
can not only see, but recognize and remember faces. 

The project began six months ago, with the pri
mary goal of facial recognition and re-identifica
tion. Human subjects were shown portraits and asked 
to describe them to a computer, using features from 
a list given to them. The computer then searched a 
population of stored descriptions for the best fit 
to the description furnished by the subject. 

At work in the English Multimedia Laboratory at San Antonio Col
lege, these students are learning to write clear, grammatically correct 
sentences with assistance from a computer. Using video display or 
typewriter terminals, they communicate directly with the computer, 
reviewing and testing themselves on the basics of written expression. 
The computer-supported lab has helped thousands of students move 
on to earn good grades in English composition and improve their 
overall college performance. 

The achievement level of students who complete the 
English lab program is dramatic. Before the intro
duction of computer assisted instruction, nearly half 
of the remedial English students failed more advanced 
classes in freshman composition. Now, nearly 75% 
earn grades of "C" or better. Ramifications are 
spreading beyond the English department. Professors 
in other disciplines report that the students are 
much better equipped now to communicate their know
ledge of subject matter, and thus are earning better 
grades. 

The English lab uses an IBM System/ 370 Model 158 
computer. 

Now going a step further, explains Professor Leon 
Harmon of the Biomedical Engineering Department, who 
is the head of the project, "We are trying to get a 
computer to look at a human face and tell you what 
it sees." Photographs are being taken of subjects, 
mostly Case Reserve students and faculty. An artist 
has been employed to transfer traces of the profile 
images onto sheets to be fed into the computer. The 
machine then extracts facial characteristics and 
files them into its memory banks. The traces are 
fed into the computer by a scanner. As the computer 
scans these traces it is asked to recognize those 
subjects with certain facial characteristics. It 
should be able to choose not only profiles with simi
lar features, but also those that differ. 

The next step will be to find out if the computer 
will be able to recognize and re-identify the fea
tures in its file. Harmon comments, "We're working 
towards automated personnel identification. Basically, 
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what we're asking is, can we, for a reasonably sized 
population such as a group of company employees, get 
a machine technology to accurately recognize a face 
rather than having the employee use an I.O. card?" 

An additional basic research thrust being explored 
is getting computers to see accurately, recognize 
what they see, and most importantly, finding out how 
well computers can make sense of what they see. 

COMPUTER AIDS IN FOREST FIRE DETECTION BY 
PREDICTING THE LOCATION AND TIME OF FIRES 

Rudy Platiel 
The Globe and Mail 
Toronto, Ontario 
M5V 2S9, Canada 

When pilots take off from Northern Ontario air
fields on their daily mission to spot new forest 
fires, a computer in Toronto will already have told 
them how many new fires they can expect to find, 
where to look for them, and at what time. The detec
tion routing program is only one of a number of ways 
in which the computer is playing an increasingly 
large role in the annual forest fire battles by the 
provincial Ministry of Natural Resources. 

Already the computer has virtually wiped out the 
need for the old forest fire observation towers. 
In 1967, there were 356 observation towers in Ontar
io; now there are about eight. 

Ontario's use of computers in fighting forest 
fires is the most advanced in Canada, ministry offi
cials say. Each day, weather information is fed into 
the computer which then generates a profile of how 
fires will behave and react, as well as how severe 
the fuel factor will be. 

"In the past, that was done manually. We can now 
run that total provincial program in a matter of a 
few minutes, where in the past each person out in the 
field, once he got his weather, had to work through 
all the tables," said ministry official Mr. Goodman. 

The computer also supplies a forecast for the 
next day, keeps track of manpower, aircraft and 
equipment (down to the number of axes) throughout 
the province, and eventually may even direct equip
ment and men to certain areas on the basis of pre
dicted fire outbreaks. 

The Ontario ministry has a network of lightning 
sensors at its 150 weather stations throughout the 
province. These sensors record the number of light
ning discharges within a 20-mile radius and, from a 
formula that considers weather and fuel conditions, 
predicts the number of fires to be expected in a 
certain area. Early detection of new fire outbreaks 
is crucial in the annual forest fire war. 

The majority of fires are caused by people, and, 
in addition to weather and lightning discharges, data 
on the activities of people are also fed into the 
computer. According to Mr. Goodman, "The computer 
comes back and tells us with a fair degree of ac
curacy, how many fires we can expect for each area 
and where they might be. 

"Then there is another program we can run, given 
those fires we are going to have in the next 24 
hours, here is where you should fly your airplane 
and at what time, to find them. So it helps us plan 
our detection routing each day. It saves us money 

and we find the fires quicker," replacing the old 
random air search of a few years ago. r 

The next step is the development of a computer 
program that will be able to provide fire fighters 
with a prediction on how a specific fire will devel
op under the forecast conditions. 

COMPUTERIZED X-RAY MACHINES 
TO AID CANCER THERAPY 

Mitch Waldrop 
University of Wisconsin 
610 Walnut Street, Rm. 1215 
Madison, WI 53706 

A new diagn~stic X-ray method is prom1s1ng to 
produce safer and more effective radiation therapy 
for cancer. The technique, called computerized 
tomography (CT), is being adapted by physicists and 
radiologists at the University of Wisconsin, Madison, 
Wisconsin, to accurately locate a tumor and its 
boundaries within a patient's body. With this im
provement in localization, radiation therapists will 
be able to focus cancer-destroying beams precisely 
on the tumor, thus minimizing the chance of radia
tion damage to healthy organs nearby. 

Computerized tomography takes its name from 
"tomos," the Greek word for a cut or thin slice. 
CT machines produce X-ray images of a cross section 
of the body by taking hundreds of ordinary X-rays, 
each from a slightly different angle. A computer 
then correlates all this X-ray information into a 
single cross-sectional image. 

CT machines have come into wide clinical use 
since their development in England a few years ago. 
Hailed as one of the most important scientific ad
vances in decades, they are giving physicians and 
medical researchers a clear view into regions of the 
body that are blind spots on ordinary X-rays. 

Unfortunately, says Or. William Caldwell, associ
ate director of the university's Clinical Cancer 
Center, the computer programs of commercial CT ma
chines are not designed for the kind of high-preci
sion work which would be useful in radiation therapy. 
The reconstructed image might show the kidney boun
daries distorted by one-half inch, for example. 
Thus, one part of the radiation therapy research 
group is developing computer programs that can give 
much more accurate images. 

Ahother part of the group is systematically eval
uating the performance of a recently acquired, whole
body CT machine. Patients with operable tumors will 
be asked to have a CT scan; the findings of that 
study will then be compared to what is found by the 
surgeons. 

The Wisconsin researchers are working under a 
grant from the National Cancer Institute. 

Hint for GIZZMO 769 

ATMOSPCIERE COS:\10S COVER DEPTH EARTH 

ELEMENT LAND LIQUID MILE OCEAN PLACE 

PLANET PRESSURE PROJECTION SEVENTY SIX 

SOLID SUBSTANCE SURFACE TEMPERATURE THIRTY 

WATER 
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Berkeley - Continued from page 3 

[ 1 ] 
[2] 

[3] 
[4] 

Table 7: APL Program 
') 

$DL WAGE REPORT 
'DUES AMT: 'J Vt ... 3·00 
'TAX BASE: 'J V2 ... 150·00 
I TAX RATE : • J V3 ... • 1 1 0 0 
V3S ... 1 

C SJ 
[ 6] 

[7] 
[8] 
[9] 
[10] 

Cl 1] 
[ 12] 
[ 13] 
!l4l 

I SS RATE: • J V4 ... • 0S8 s 
VS ... $QO $NL $QO ... 'ENTER GROSS PAY' 
V6 ... VS - V2 
• INCOME TAX: I J V7 ... V6 $ML V3 
'F"ICA: 'J V8 ... VS $ML V4 

'CLUB: I J V9 ... Vt $ML V3S 
V 1-0 ... V7 + V8 
I DE D UC TI 0 N s : I J v t' 1 ... v 1 0 + V9 
'NET PAY: 'J V12 ... VS - Vll 
$QL 

Table 8: FOCAL Program j 

1·01 C WAGE REPORT 
1·02 ASK Vt 
l • 03 ASK V2 
l • ~4 ASK V3 
l·l?:S ASK \/35 
I• 06 ASK V4 
I· 07 ASK VS 
1•08 SET V6 = VS - V2 
1 • 09 SET V1 V 6 * V3 
1 • 10 SET V8 VS * V 4 
1 • I 1 SET V9 VI * V3 S 
lol2 SET V10 = V1 +VB 
1·13SETV1l V10+V9 
1·14 SET V12 VS - Vil 
1· 1 S QUIT 

Table 9: COBOL Program 

IDENTIFICATION DIVISION. 
PROGRAM-ID• WAGE-REPORT· 
AUTHOR. ERIC ALBERT· 
INSTALLATION. BERKELEY ENTERPRISES. 
DATE-WRITTEN. 1976• 
ENVIRONMENT DIVISION. 
CONFIGURATION SECTION. 
SOURCE-COMPUTER. IBM-360· 
INPUT-OUTPUT SECTION. 
FILE-CONTROL• 

SELECT CARD-FILE ASSIGN 'i'O SYS026-UR· 
SELECT PRINT-FILE ASSIGN TO SYS028-UR 

DATA DIVISION• 
FILE SECTION. 
FD CARD-FILE 

RECORD CONTAINS 80 CHARACTERS 
LABEL RECORDS ARE OMITTED 
DATA RECORD IS CARD· 

01 CARD· 
05 INFO PICTURE 9C4>V99· 
0S FILLER PICTURE XC74>· 

FD PRINT-FI LE 
RECORD CONTAINS 133 CHARACTERS 
LABEL RECORDS ARE OMITTED 
DATA RECORD IS our. 

01 OUT• 
0S FILLER PICTURE XC133>· 

WORKING-STORAGE SECTION. 
01 ITEMS. 

0S ITEM-S PICTURE 9<4>V99 
VALUE ZERO. 

0S ITEM-6 PICTURE 9C4>V99 
VALUE ZERO· 

0 S I T EM- 1 PI CT URE 9 < 4 > V9 9 
VALUE ZERO. 

0S ITEM-8 PICTURE 9C4>V99 
VALUE ZERO. 

05 ITEM-9 PICTURE 9<4>V99 
\VALUE ZERO. 

0S ITEM-10 PICTURE 9C4>V99 

VALUE ZERO· 
05 ITEM-11 PICTURE 9C4>V99 

VALUE ZERO· 
0S ITEM-12 PICTURE 9<4>V99 

VALUE ZERO. • 
01 PRINT-FORMAT-LINE-I· 

0S FILLER PICTURE X< 10> VALUE 
SPACES. 

0S ITEM-7-0UT PICTURE Z1zz9.99 • 
05 FILLER PICTURE X< S> VALUE 

SPACES· 
05 ITEM-8-0UT PICTURE Z1zz9.99. 
0S FILLER PICTURE XC S> VALUE 

SPACES· 
0S ITEM-9-0UT PICTURE Z1ZZ9°99· 
05 FILLER PICTURE X< 5> VALUE 

SPACES. 
0S iTEM-11-0UT PICTURE Z1zz9.99. 
0S FILLER PICTURE XCS> VALUE 

SPACES· 
05 ITEM-12-0UT PICTURE Z1zz9.99. 
05 FILLER PICTURE X< 63> VALUE 

SPACES. 
01 CONSTANTS-SECTION. 

0S ITEM-1 PICTURE 99 \/9.99 VALUE 
03·000· 

0S ITEM-2 PICTURE 9999V999 
VALUE 01s0.000. 

0S ITEM-3 PICTURE 9 V99999 
VALUE 0·11000· 

0S ITEM-3S PICTURE 99V9 VALUE 
01. 0. 

05 ITEM-4 PICTURE 9V99999 
VALUE 0o0S8S0· 

PROCEDURE DIVISION. 
BEGIN. 

OPEN INPUT CARD-FILE1 OUTPUT PRINT-FILE• 
EXECUTE. 

PERFORM READ-ITEMS· 
SUBTRACT ITEM-2 FROM ITEM-S GIVING 

ITEM- 6· 
MULTIPLY ITEM-6 BY ITEM-3 GIVING 

ITEM-7. 
MULTIPLY ITEM-5 BY ITEM-4 GI\/ING 

ITEM-8 • 
MULTIPLY ITEM-1 BY ITEM-35 GIVING 

ITEM-9. 
ADD ITEM-71 ITEM-8 GIVING ITEM-10· 
ADD ITEM-101 ITEM-9 GIVING ITEM-11· 
SUBTRACT ITEM-11 FROM ITEM-5 GIVING 

ITEM- 12 • 
PERFORM PRINT-DATA· 
GO TO QUIT. 

READ-ITEMS• 
PERFORM READ-CARD· 
MOVE INFO OF CARD TO ITEM-S. 

READ-CARD· 
READ CARD-FILE RECORD AT 'END 
DISPLAY '-END OF FILE REACHED'1 
GO TO QUI To 

PRINT-DATA· 
PERFORM PRINT-A-LINE-1· 

PRINT-A-LINE- 1 • 
MOVE ITEM-7 TO ITEM-7-0UT. 
MOVE ITEM-8 TO ITEM-8-0UT· 
MOVE ITEM-9 TO ITEM-9-0UT· 
MOVE ITEM-11 TO ITEM-Jl-OUT. 
MOVE ITEM--12 TO ITEM-12-0UT. 
WRITE OUT FROM PRINT-FORMAT-LINE-1· 

QUIT· 
DISPLAY 'l' UPON THE-PRINTER· 
CLOSE CARD-FILE1 PRINT-FILE. 
STOP RUN• 
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GAMES AND PUZZLES for Nimble Minds - and Computers 
For two more puzzles, Neil Macdonald 
see pages 11 and 18. Assistant Editor 

It is fun to use one's mind, and it is fun to use the 
artificial mind of a computer. We publish here a variety 
of puzzles and problems, related in one way or another to 
computer game playing and computer puzzle solving, or 

NAYMANDIJ 

In this kind of puzzle an array of random or pseudoran
dom digits ("produced by Nature") has been subjected to a 
"definite systematic operation" ("chosen by Nature") and 
the problem ("which Man is faced with") is to figure out 
what was Nature's operation. 

A "definite systematic operation" meets the following 
requirements: the operation must be performed on all the 
digits of a definite class which can be designated; the result 
displays some kind of evident, systematic, rational order and 
completely removes some kind of randomness; the operation 
must be expressible in not more than four English words. 
(But Man can use more words to express it and still win.) 

0 0 0 2 7 0 

3 1 1 3 3 5 

3 1 3 5 5 8 

1 1 3 4 3 2 

6 9 5 9 8 5 

8 3 5 9 7 3 

3 6 6 5 2 1 

3 6 7 1 9 8 

7 4 8 5 6 8 

7 5 9 5 0 3 

MAXIMDIJ 

1 

6 

5 

8 

0 

6 

6 

8 

8 

0 

NAYMANDIJ 769 

0 7 8 0 0 2 2 9 2 2 9 3 3 

9 7 1 

6 9 5 

3 1 8 

2 1 5 

5 4 5 

0 6 7 

7 4 6 

2 6 6 

5 4 9 

5 

4 

6 

7 

7 

0 

0 

2 

0 

5 

3 

5 

3 

7 

0 

8 

2 

3 

2 0 2 9 2 5 3 8 

3 6 6 0 0 2 5 5 

5 2 7 4 5 4 7 1 

5 7 6 3 5 ,4 0 6 

4 8 6 4 0 6 2 9 

7 2 4 9 1 7 3 8 

8 6 6 4 2 1 8 5 

8 2 8 6 8 9 0 1 

3 3 0 6 8 0 8 8 

In this kind of puzzle, a maxim (common saying, proverb, 
some good advice, etc.) using 14 or fewer different letters 
is enciphered (using a simple substitution cipher) into the 
10 decimal digits or equivalent signs for them. To compress 
any extra letters into the 10 digits, the encipherer may use 
puns, minor misspellings, equivalents like CS or KS for X 
or vice versa, etc. But the spaces between words are kept. 

MAXIMDIJ 769 

g x -tr ffi -\f 0 of. 'P • 
>< 0 /\tit +Ji 0 ltJ ~-
5 )( * cp > .> -1>-tf-ett ~os-
s *V' 3XQcp 'SX* 
Jl $ \7 ta~ x 0 /\ Jt. 

to the programming of a computer to understand and 
use free and unconstrained natural language. 

We hope these puzzles will entertain and challenge 
the readers of Computers and People. 

NUMBLES 

A "numble'~ is an arithmetical problem in which: digits 
have been replaced by capital letters; and there are two 
messages, one which can be read right away and a second 
one in the digit cipher. The problem is to solve for the 
digits. Each capital letter in the arithmetical problem 
stands for just one digit 0 to 9. A digit may be repre
sented by more than one letter. The second message, 
which is expressed in numerical digits, is to be translated 
(using the same key) into letters so that it may be read; 
but the spelling uses puns, or deliberate (but evident) mis
spellings, or is otherwise irregular, to discourage cryptana
lytic methods of deciphering. 

F B 

T 

s 

NUMBLE 769 

SAFETY 

x BREEDS 

T G E D D Y R 

R B 

s R E 

R E s 

AT 

s R 

R R 

S E N 
RA 

A 

D S T N R N 

N R E F D G 

T E S E R Y B Y G S R R 

76809 2 

We invite our readers to send us solutions. Usually 
the (or "a") solution is published in the next issue. 

SOLUTIONS 

NAYMANDIJ 768: Make diagonal of 9s. 

MAXIMDIJ 768: The earth is a small planet. 

NUMBLE 768: Every shoe pinches some feet. 

Our thanks to the following individuals for sending us 

solutions: Russell Chauvenet, Silver Spring, MD: Nayman

dij 767; Maximdij 767; Numble 767 - Byung Sun Choung, 

San Diego, CA: Numble 767 - Frank DeLeo, Brooklyn, 

NY: Naymandij 767; Maximdij 767; Numble 767 - T. P. 

Finn, Indianapolis, IN: Maximdij 767; Numble 767 -

Ronald C. Graves, Ashland, MA: Naymandij 767; Maxim

dij 767; Numble 767. 
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COMPUTER GRAP1HICS AND ART 
COMPUTER GRAPHICS and ART is a new international 

quarterly of interdisciplinary graphics for graphics people and 
computer artists. This new periodical is aimed at students, 
teachers, people from undergraduate and graduate institutions, 
researchers, and individuals working professionally in graphics. 
Its topical coverage is broad , embracing a variety of fields. 
It is useful, informative, entertaining, and current. 

Here Are Some Samples: 

Learning Through Graphics 
by Dr. Al Bork, University of California, Irvine, California 

A ten-year forecast for computers, education, and graphics 
by a leading authority. 

Art of the Technical World 
by Dr. Herbert Franke, Munich, Germany 

Computer art as the bridge between the two realms of 
art and leisure. 

Expanding the Graphics Compatability System to Three Dimensions 
by Richard F. Puk, Purdue University, Lafayette, Indiana 

Design considerations for a user-oriented 3-D graphics system. 

A Personal Philosophy of Ideas, New Hardware, and the Results 
by Duane Palyka, University of Utah, Salt Lake City, Utah 

The frame-buffer from Evans and Sutherland allows the 
artist to treat the computer as a paint and brush medium. 

How to Build Fuzzy Visual Symbols 
by Alex Makarovitsch, Honeywell Bull, Paris, France 

A new approach to computer art and graphics by a 
computer scientist. 

The State of the Art of Computer Art 
by Grace C. Hertlein, Editor 

Comparisons of early computer art and today's newer art. 
What is art? What is art in computer art? 

Inexpensive Graphics from a Storage Cathode Ray Tube 
by Charles J. Fritchie and Robert H. Morriss, Tulane University, 
New Orleans, Louisiana 

Illustrations and photographic techniques used to achieve 
graphics from a storage tube CRT. 

An Investigation of Criteria for Evaluating Computer Art 
by Thomas E. Linehan, Ohio State University, Columbus, Ohio 

The new aesthetic of computer art requires a departure from 
the previous, formalist-traditionalist doctrines for evaluating art. 

Send your manuscripts, papers, art, and ideas to : 

Editor, COMPUTER GRAPHICS and ART 
Berkeley Enterprises, Inc. - Chico Branch 
555 Vallombrosa - No. 35 
Chico, California 95926 

List of Coverage for Up-Coming Issues 

Applied Arts and Graphics 
Architectural Graphics 
Cartography Systems 
Computer-Aided Design 
Computer Assisted and Managed Instruction 

Utilizing Computer Graphics 
Computer Graphics in Physics, Chemistry, 

Mathematics, etc. 
Computer Programs for New Applications 
Display Systems and Graphics 
Fine Art and Media Explorations 
Graphics in Business 
Hardware Systems and Graphics 
Interactive Graphics Languages and Systems 
Languages for Computer Graphics and 

Graphics Primitives 
Software Systems and Graphic Requirements 
Statistical Packages and General Graphing 
Syllabi for Computer Graphic Courses 

- - - - - - - - - - - - - - - - - - - - - - - - -(may be copied on any piece of paper)- - - - - - - - - - - - - - - - - - - - - - - -

To: COMPUTER GRAPHICS and ART HERE IS YOUR OPPORTUNITY FOR FEEDBACK TO US: 

Berkeley Enterprises, Inc. - Business Office 
815 Washington St. 
Newtonville, Mass. 02160 

) Please enter my PERSONAL (U.S. and Canada) subscription to 
CG&A ($10 per year). 

) Please enter my FOREIGN PERSONAL subscription to CG&A 
($13 per year). 

) Please enter my LIBRARY/DEPARTMENTAL subscription to CG&A 
($15 per year). 

) Enclosed is my PERSONAL CHECK AND/OR PURCHASE ORDER 
for CG&A. 

) Enclosed· is $2.50 for a sample copy of CG&A (applicable toward a 
subscription). 

FULL REFUND IN 30 DAYS IF NOT SATISFACTORY 

Name _________________________ _ 

Title _________________________ _ 

Organization ______________________ _ 
Address ________________________ _ 

) I hope to submit for publication in CG&A material on the following 
topics: ______________________ _ 

) I am interested in reading materials by the following authors: _ 

) I am particularly interested in coverage of the following subjects: 

) I would like to receive materials on other Berkeley Enterprises, Inc. 
publications: ( ) COMPUTERS and PEOPLE ( ) The COMPUTER 

DIRECTORY and BUYER'S GUIDE ( ) People and the 
PURSUIT of Truth ( ) The Notebook on COMMON SENSE and 
WISDOM ( ) WHO'S WHO in COMPUTERS and DA TA 
PROCESSING ( ) Books 

) I am interested in: ( ) black and white computer art reprints at low 
cost (a bonus for subscribing to CG&A) ( ) 77 page FORTRAN 
IV art manual ( ) 45 page interdisciplinary graphics bibliography 
by G. Hertlein 

) Additional Comments (attach another paper if needed): ____ _ 


