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An Overview of PANACEA, a Software 
Package for Analyzing Markovian 

Queueing Networks 

By K. G. RAMAKRISHNAN and D. MITRA 

(Manuscript received April 19, 1982) 

PANACEA is a software package that significantly extends the 
range of Markovian queueing networks that are computationally 
tractable. It solves multi-class closed, open, and mixed queueing 
networks. Based on an underlying theory of integral representations 
and asymptotic expansions, PANACEA solves queueing networks 
that are orders of magnitude larger than can be solved by other 
established algorithms. The package is finding widespread use in 
Bell Laboratories. It also has important software innovations. A 
flexible programming-language-Iike interface facilitates compact 
representation of large queueing networks. An out-of-core implemen
tal strategy enables PANACEA to be ported to processors with 
modest memory. The modular structure of this software package, 
along with the automatic machine-generated parser, makes it easily 
extendable. This paper provides an overview of two basic versions of 
PANACEA, versions 1.0 and 1.1, which solve "closed" networks only. 
A description of its model language is given from the point of view of 
its capability to describe queueing networks in a compact, natural 
manner. The paper discusses the algorithms, together with their time 
and storage requirements, that are used in the implementation. 
Several numerical examples are given. 

I. INTRODUCTION 

Closed Markovian queueing networks are acknowledged to be val-
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uable tools for analyzing computer systems, computer communication 
systems, on-line computer networks, and other real-time computer
based systems (Refs. 1 through 12 document many real-life examples). 
Despite this large collection of problems modeled by closed queueing 
networks, until recently, only a small number of these models were 
computationally tractable using established algorithms.13

-
17 The tract

able models have small numbers of customer classes and a small 
population in each customer class. PANACEA (Package for Analysis 
of Networks of Asynchronous Computers with Extended Asymptotics) 
extends the class of computationally tractable, closed queueing net
works by several orders of magnitude. 

The solution of "large" queueing networks by PANACEA is made 
possible by an underlying theory of integral representations and 
asymptotic expansions of relevant performance measures. 18

-
20 P ANA

CEA obtains solutions to queueing networks with p customer classes 
and q processing centers, in O(qpt) operations and about 20q kilobytes 
of storage. Here "t" denotes the number of terms in the asymptotic 
expansions of the first and second moments of quantities of interest 
(utilizations, queue lengths, etc.). Extensive computational experi
ments demonstrate that four terms (t = 4) are usually more than 
adequate to produce highly accurate results. Most importantly, the 
number of operations and the amount of storage are both independent 
of the population sizes of customer classes. In contrast, both the 
convolutional algorithm and mean value analysis13

-
17 require opera

tions and storage proportional to 
p 

p(l + 2q) IT Kj, 
j=l 

where Kj is the population size of customer class j. 
Thus, PANACEA is distinguished by its ability to solve exponen

tially growing problems in polynomial time. There are additional 
important features to PANACEA: 

(i) PANACEA incorporates a special-purpose queueing network 
language designed to describe queueing networks. 

(ii) PANACEA computes second moments of queue lengths. We 
know of no other package that provides this information. 

(iii) All computed measures of network performance are typically 
accompanied by upper and lower bounds. 

(iv) A complete complexity count enables PANACEA to guarantee 
a response time for a problem solution by automatically selecting the 
maximum number of terms to use in the asymptotic expansions. This, 
in conjunction with (iii) above, is often useful in the early stages of 
system design. 

PANACEA runs interactively on computer systems with a C-Ian-
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guage compiler and LEX,21 the automated generator oflexical analyzer. 
This paper describes two basic versions, 1.0 and 1.1, of the package. 
Other versions have subsequently been implemented and these will be 
described elsewhere. Version 1.0 solves closed queueing networks in 
which customers are not allowed to change classes while circulating in 
the network (no class hopping). This version is implemented com
pletely in-core. Version 1.1 provides for the "class-hopping" feature of 
queueing networks. An analysis of class-hopping queueing networks 
shows very large storage requirements even for networks of moderate 
size. Hence, in Version 1.1 an out-of-core strategy is employed. 

Versions 1.0 and 1.1 each consist of about 6000 lines of portable C 
code, and currently run on VAX 11/780 hardware. Queueing network 
problems are solved in a guaranteed response time of at most one 
minute on a nominally utilized V AX 11/780. Many experiments con
ducted on PANACEA indicate that it is robust and numerically stable. 
We should mention that PANACEA is being used currently in several 
projects within Bell Laboratories. The experiences of the users are 
guiding the enhancements to PANACEA. 

The interface to both versions of PANACEA has been designed to 
allow the user to describe large queueing networks compactly and in 
a natural manner. Many of the features of general-purpose program
ming languages have been incorporated into PANACEA Model Lan
guage (referred to as PML, henceforth), thus making it a special
purpose queueing network language. Features of PML, such as the 
preprocessor variable usage, free use of comments, etc., have been 
freely borrowed from programming languages. 

PANACEA is envisioned to run on hardwares ranging from micro
processors to large mainframes. The expressions derived for time and 
storage requirements in Section IV enable the user to "package" 
PANACEA to suit the availability of computing resources such as 
central processing unit (CPU) cycles and memory. For example, in 
Motorola 68000 with a 0.2 million instruction per second and 256K 
physical user memory, the user can solve network problems as large as 
one in which there are 12 processing centers and 10 job classes, in a 
guaranteed response time of at most one minute. [See eqs. (15) and 
(16).] 

We mention some of the main limitations of PANACEA in its 
present form. The queueing networks are required to belong to the 
class of "product form" networks.1,4 In addition, "normal usage" must 
be operative in these networks. Normal usage is defined in Section 3.1. 
In practice this translates to the requirement that no processing center 
in the queueing network is utilized more than about 85 percent. Finally, 
load-dependent service rates are not allowed in the existing versions of 
PANACEA. 
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Our discussion of PANACEA is organized into six sections. Section 
II describes the global properties of PML and the overall software 
structure of PANACEA. Section III details the internals of the com
putational phase, together with an overview of the theory of asymp
totic expansions. Section IV, "Computational Complexity," counts 
operations and storage required, and also gives experimental results 
for validation. Several numerical examples illustrating different fea
tures of PANACEA are given in Section V. Section VI presents 
conclusions and proposed future enhancements to PANACEA. 

II. FEATURES OF PML 

This section presents an overview of PML. Rigorous syntax and 
semantic definitions of PML statements have been developed.22 Prop
erties of PML statements are illustrated by considering a prototypical 
queueing network shown in Fig. 1. This queueing network represents 
a service point of a large packet-switched communications network. 
This service point consists of three front-end processors (terminal 
concentrators) that act as gateways for the terminals connected to the 
service point. The front-end processors (FEPs) are connected to three 
central processing units (CPUs). These processors, when in need of 
data base access, communicate with a data base processor. The labels 
within the processors are symbols used in the PML program describing 
the queueing network. These labels are arbitrary and can be chosen 
by the user in any manner. The node labeled TERMINAL represents 
the terminal population connected to the service point. This terminal 
population is divided into nine customer classes. After obtaining ser
vice at any of the CPUs, customer classes 1 through 4 return to the 
TERMINAL to generate the next command, whereas customer classes 
5 to 9 transit to DBP, since they require data base access. Figure 2 
gives the PML program that describes the queueing network shown in 
Fig. 1. The lines in the program are numbered for easy reference to 
statements. They are not part of the PML program. The following 
discussion of PML should be read in conjunction with Fig. 2. 

2. 1 Overview 

PML is a free-format language. Line boundaries, tabs, and white 
spaces in the statements are completely ignored. Users are permitted 
the flexibility of segmenting statements across multiple lines, indenting 
portions of their statements, specifying multiple statements on a line, 
or using a combination of the above. A statement in PML describes 
some aspect of the queueing network being solved. For example, the 
statement on line number 6 in Fig. 2 specifies the routing probabilities 
between TERMINAL and the FEPs. PML also provides the flexibility 
of symbolic representation of any entity of the queueing network, 
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Fig. I-Model example. 

using symbols of arbitrary length. A symbol table manager in the 
parser module of PANACEA manages these symbols specified by the 
PML program. Symbols of the PML program become contextually 
defined as to their data type when they appear in the program. No 
statements are needed in PML to declare data types for symbols. For 
example, the symbols "total-classes" and "call-classes" in lines 3 and 
4 of Fig. 2 become contextually defined as preprocessor variables of 
type "integer." Similarly, the symbols "TERMINAL," "FEPl," 
"FEP2," and "FEP3" -appearing in line 6 of Fig. 2-acquire the data 
type "string." PML allows arbitrarily complex arithmetic expressions 
to be specified in the statements. The arithmetic operators in these 
expressions have the standard precedence and associativity. PML 
programs can be made readable and self-documenting by making use 
of the facility for comments embedded in the program. With this 
general introduction to PML, we will now attempt to describe some of 
its global properties. 
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1 I*ILLUSTRATIVE EXAMPLE*I 
2 I*PREPROCESSOR DEFINITIONS* I 
3 totaL classes = 9; 
4 calL classes = 4; 
5 I*ROUTING DESCRIPTIONS* I 
6 TERMINAL :FEPl,FEP2,FEP3 1.0/3.0; 
7 FEPl,FEP2,FEP3 :CPUl,CPU2,CPU3 1.0/3.0; 
8 CPUl,CPU2,CPU3:TERMINAL 
9 {( 1 to calLclasses) 1.0}; 

10 CPUl,CPU2,CPU3:DBP 
11 {( calL classes + 1 
12 to 
13 totaLclasses) 1.0}; 
14 DBP :TERMINAL 
15 {( calLclasses + 1 to 
16 totaLclasses) 1.0}; 
17 I*RATE DESCRIPTIONS*I 
18 CPUl,CPU2,CPU3 {12.5,20,12.5,20,2.5,3.3,2.5,3.3,8.33}; 
19 'FEP. *, 10.0; 
20 DBP {( calLclasses+ 1).73611,. 73611,.3833,.3823,3.33} ; 
21 TERMINAL {.00333,.0.0444,.0008333,.01555, 
22 .0008333,.000B'J35,.000076,.000079,.0083} ; 
23 I*DISCIPLINE DEFINITIONS* I 
24 CPUl,CPU2,CPU3 PS;TERMINAL IS;DBP PS; 
25 FEPl,FEP2,FEP3 FCFS; 
26 DEGREE {(I to 4) 75,150,150,5,5,180}; 
27 OUTPUT DBP UTIL + QLENGTH + Q2LENGTH; 
28 END; 

Fig. 2-PML program. 

2.2 Global properties 

PML is characterized by the global properties of compactness, 
extendability and self-documentation, as discussed below.23 

2.2.1 Compactness 

A programming language is considered compact if the user can 
specify "aggregate" entities using a single "atomic" entity descriptor. 
PML enables the user to specify large networks compactly. Many 
features of the language aid in this compactness. 

2.2. 1. 1 Multiple edge and node descriptors. All entities in the network 
that have similar characteristics are described together in a single 
statement. For example, the statement in line 7 of Fig. 2 states that 
the transition probability for all edges emanating from the front-end 
processors and terminating in the node processors is 1/3. Thus, 81 
edges are described in a single statement, as explained below. 

The node symbols separated by commas and delimited by":" denote 
the set of originating nodes. The comma-separated node symbols 
specified after the ":" denote the set of destination nodes. Thus, in 
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Fig. 2, every origin-destination pair specifies nine edges (one for each 
customer class). As a universal rule in PML, aggregate names (node 
names separated by commas) can be given wherever a single node 
name is expected. The operand specification is associated with every 
node in the aggregate name. For instance, the service rate descriptor 
in line 18 of Fig. 2 specifies all the service rates of the CPUs in a single 
statement. 

2.2. 1.2 Implicit class propagation. When many customer classes have 
identical characteristics, the user specifies the characteristics exactly 
once. All customer classes implicitly obtain those characteristics, thus 
resulting in compactness. If we refer back to line 7 in Fig. 2 again, we 
can see that the transition probability 1/3 specified in the operand 
propagates to all nine customer classes. If the customer classes differ 
in their characteristics, then a separate value can be specified for each 
class, as line 18 shows. The point to note here is the implicit class 
indexing agreed upon between the parser and the PML programmer. 
Another feature of PML allows the user to group some classes that 
have identical characteristics by prefixing the operand value by a 
group range, as we see in lines 9, 15, and 16. In line 9, the expression 
enclosed in angle brackets "<" and ">" specifies the class range to be 
1 to 4 (recall that call-classes = 4), and a value of 1.0 is assigned to the 
probability of transition for these classes. The class indices outside the 
range are unaffected. Thus, the user has the flexibility of enumerating 
each class, grouping classes, or omitting the specification for the classes 
altogether. 

2.2.1.3 MACROS, INCLUDE FILES. and regular expressions. PML pro
vides many language tools to condense frequently occurring sequences 
of statements. MACROS and INCLUDE FILES enable PML pro
grams to be compact. PML MACROS and INCLUDE FILES follow 
standard conventions of MACRO and INCLUDE FILE specification 
of programming languages. Another tool that promotes compactness 
is regular expressions. Any collection of symbols having common 
sub symbols can be specified by a single regular expression. For in
stance, the regular expression 'FEP. *' in line 19 of Fig. 2 is a regular 
expression that specifies the three nodes FEP1, FEP2, and FEP3. 

2.2.2 Extendability 

The PML parser and lexical analyzer have been machine generated. 
Once PML grammar rules and lexical tokens are specified, the parser 
and the lexical analyzer can be generated by existing automated tools 
(Yacc24 and Lex21

). This implies that it is trivial to extend or modify 
the language by simply respecifying the grammar rules and/or the 
lexical tokens. PANACEA is designed to be an integrated queueing 
network package with the ability to handle most classes of queueing 
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networks. The extendability feature of PML is crucial in enhancing 
the descriptive nature of PML, to describe, for instance, open networks, 
priority networks, etc. 

2.2.3 Self-documentation 

PML aids in self-documenting the model, by the use of comments 
anywhere in the model, preprocessor variables, and indentation and 
structuring of the modeL We have deliberately omitted details of each 
statement in the PML program of Fig. 2, in the hope that the self
documenting feature of PML will obviate this necessity. 

2.3 Structure of PANACEA 

Figure 3 depicts the structure of PANACEA software. The input 
phase of PANACEA consists of the lexical analyzer and the parser. 
These two modules work in loekstp.p; pRrsing statements of the llser 
program (written in PML), validating the statements, and gleaning the 
essential information from these statements. The object module that 
is created is then consumed by the control module, which is table 
driven. The asymptotic series for each quantity of interest (utilization, 
mean queue length, second moments on queue length, etc.) is encoded 
in a table. The table contains information on how to compute the 
elements of the series in terms of the moment partition functions of 
the pseudo-networks (see Section III). These pseudo-networks are 
solved by the pseudo-network modules using recursive techniques. 
Finally, all relevant quantities of interest requested by the user are 
displayed as output by the output module. PANACEA has been 
modularly structured in this fashion, so that advanced users can bypass 
one or more of the three phases of PANACEA (see Fig. 3), thus making 
the execution faster. For example, an object module that has been 
previously created can be directly passed on to the computation phase, 
bypassing the compilation phase. 

The above discussion is relevant to both Versions 1.0 and 1.1. 
However, Version 1.1, which implements the class-hopping feature of 
queueing networks, has an additional feature. The storage of the 
routing matrices and the process of solving for their Perron eigenvector 
are done out-of-core. A "MAP" is kept in-core denoting the exact 
position, in secondary storage, of the matrix element p«(J,T)(J,i) (transi
tion probability of going from node T to node i while hopping from 
customer class (J to customer class j). Whenever this element needs to 
be retrieved or stored, PANACEA performs an input/output operation 
to the appropriate place in secondary storage. Naturally, a compromise 
is made in sacrificing run time while gaining significant reduction in 
virtual memory. The run time can be improved by "optimal" caching 
of matrix elements, according to the availability of physical memory. 
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PSEUDO-NETWORK MODULES 

OUTPUT MODULE I 

Fig. 3-Structure of PANACEA. 

III. THE COMPUTATIONS 

3.1 Background to asymptotic expansions 

INPUT 
PHASE 

COMPUTATION 
PHASE 

OUTPUT 
PHASE 

Our description of the background to asymptotic expansions shall 
be brief. We begin with the main results arrived at in the companion 
papers.18

-
20 In addition, we restrict our descriptions to the first and 

auto correlative second moments of individual queue lengths in the 
processors; various other quantities, such as throughput and processor 
utilization, are also computed in PANACEA but omitted in the dis
cussion as they are either simply derived from or closely related to the 
quantities discussed. 

In the network 

p = number of classes of jobs, (1) 

q = number of active (i.e., of types 1, 2, and 4) 
processing centers4 (2) 
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and let the classes and centers be indexed by a and T, respectively. Let 
nOT denote the random number of jobs of class a in center T. For the 
leading moments from the stationary distributions of individual proc
essor queue lengths, we have from Refs. (19) and (20) the following 
exact expressions: 

aT I(N) 1 :5 a :5 p, (3) 
(nOT) (K) = rOTKo I~~;(N) I 

( ( 
_ 1» (K) = r~TKo(Ko - 1) I~:; (N) 1:5 T :5 q 

nOT nOT a; I(N) 

where 

Ko = population of jobs of class a 

relative number of visits of class a jobs to center T 
POT = service rate of class a jobs in center T 

= '" [relative number of visits of class a jobs to center T] 
poO LJ • fl' b . , serVIce rate 0 c ass a JO s In center T 

where the sum is over all infinite server centers T visited by class a 
jobs; 

aT = 1 - L KOrOT (>0 in "normal usage") 

I~r:,;) (N) = integrals parameterized by N 

m = 0, 1, 2; 1 :5 a :5 p; 1 :5 T :5 q 

I(N) = I~~;(N) (for m = 0 there is no dependence on a or T) 

N = large parameter. 

PANACEA chooses 

N = l/min rOT' (4) 
O,T 

While this choice is not at all critical, theoretical reasons corroborated 
by computational experience indicate that it serves very well to keep 
well within machine range all terms calculated in the expansions to be 
described below. 

Thus, the quantities requiring computation are the integrals and the 
theory has developed the asymptotic expansions 

(-1 

I~r:,;)(N) ,..., L A~r:,;~k/Nk. (5) 
k=O 
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Let us digress on 

t = number of terms in asymptotic expansion. (6) 

The error in the calculation of the integrals, and therefore of the queue 
length moments in (3), from using only t terms is O(l/Nt). In PANA
CEA, generally, 

t ::: 4. (7) 

[For I(N) only, the maximum number of terms is 5.] However, PAN
ACEA has the facility to automatically select t to be less than the 
maximum. There are two reasons for this. First, if the user desires a 
guaranteed response time, our detailed complexity count (see Section 
IV) allows PANACEA to satisfy this by calculating the appropriate 
value of t. As all output quantities are typically accompanied by lower 
and upper bounds (see Section 3.6), this facility leading to small t is 
both useful and often exercised. A second reason is that PANACEA 
looks for departure from monotonicity of the series in (5), and in the 
event of its occurrence it truncates the series optimally. This a rare 
phenomenon and always occurs, as the theory explains, for small 
networks when N given in (4) is not large enough. 

The following resumes the discussion on the computation of the 
expansion coefficients A ~~~k • 

3.2 The pseudo-networks in the computation of the expansion 
coefficients 

The expansion coefficients {A~~:k ; 0 ::: m ::: 2, 1 ::: a::: p, 1 ::: T ::: q, 
o ::: k ::: t - I} have been completely specified in Refs. 19 and 20 as 
simple algebraic combinations of other basic quantities g;m)(n). For 
example, 

+ ~ L {3j{3kg;1)(2ej + 2ek) + 3{3ag;1)(3ea) 
j,k 

+ L {3jg;l)(ea + 2ej) + 2g;1)(2ea), (8) 
j#a 

in whichj and k are distinct class indices, ej is the vector with 1 in the 
jth location and 0 elsewhere, and {3j = KJlN. (For m = 0, A~~:k is 
independent of a, T and also denoted by Ak.) 

It turns out that the underlying quantities g~m)(n) are the mth 
moment partition functions20 of a hypothetical network with popula
tion vector n. This latter network is related to the original network in 
having the same number, q, of processing centers but has no infinite 
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server center and has quite different processing rates. The two impor
tant features to note of the population vectors n that appear as 
arguments of g~m) in formulas such as (8) are that 

at most t classes have nonzero population, (9a) 

the total population, L ncr :s 8. (9b) 

For the worst case t = 4, we represent 

ni + nj + nk + nt:S 8, (10) 

where (i, j, k, t) are class indices of the original network and thus 1 :s 
i,j, k, t:s:p. Without loss of generality we consider only 1:s i <j < k 
< t:sp. 

For a particular choice of a 4-tuple (i, j, k, t) we therefore have a 
hypothetical network with only four classes. We call such a restricted 
hypothetical network a pseudo-network. Clearly, there are as many as 

(~) pseudo-networks in the worst case and (~) in general. However, 

each pseudo-network is small. 
To summarize, PANACEA computes t (t:s 4) terms in the expan

sions of each of (1 + 2pq) integrals, and the expansion coefficients 
A~~:k are computed from the moment partition functions of the pseudo-

networks of which there are (~), each with t classes and a total 

population over all classes of at most 8. 

3.3 The pseudo-network computations 

PAN ACEA solves for the m th moment partition functions {g~m) (n) } 
for each of the pseudo-networks in turn where each pseudo-network is 
characterized by a leading t-tuple from (i, j, k, t), 1 :s i < j < k < t:s 
p. The Oth moment partition function is independent of'T, i.e., 

g;O)(n) = g(n), (11) 

which is the usual partition function in the literature. The computation 
of g(n) is done by the established convolutional algorithm.17 For 
moments m = 1, 2 the computation is done by specializing the recur
sions given in Ref. 20 to pseudo-networks. 

It is noteworthy that for PANACEA we have devised a scheme for 
implementing the recursion in which only those g~m)(n) for which 
L ncr :s 8 are computed. 

As each pseudo-network has t job classes there are (8 ; t) such 

vectors n, and (1 + 2q) (8; t) computed values of {g~m)(n)}. 
In the computational phase of PANACEA the set of pseudo-net-

2860 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



works is analyzed only once to compute all the expansion coeffcients 
A~~!k. This implementation relies on t(1 + 2pq) registers to be set up 
at the outset of the computational phase, one for each of the expansion 
coefficients. On completion of the computations pertaining to any 
pseudo-network, the computed data is used to update the relevant 
registers. 

The implementation described above attempts to minimize not only 
arithmetical operations, but also virtual storage requirements. 

3.4 Error bounds 

A basic feature of PANACEA is that all computed quantities are 
accompanied by upper and lower bounds. This is made possible by the 
following theoretical result 19,20: 

/-1 

I~~)(N) 2: L A~'::!kINk if t is even, 
k=O 

/-1 

:5 " A (m) INk if t is odd. ~ a,r,k (12) 
k=O 

PANACEA computes the upper (lower) bound for the moments of the 
individual queue lengths given in (3) by using odd and even (even and 
odd) numbers of terms, respectively, in the asymptotic expansions for 
the integrals in the numerators and denominators of the expressions 
in (1). In certain cases (see Section 3.1) only one of the usual pair of 
bounds can be computed and in other, even rarer, cases no bounds can 
be computed. 

IV. COMPUTATIONAL COMPLEXITY 

We give a count of the total number of multiplications and the 
storage requirements for a problem solution on PANACEA. As mul
tiplications are overwhelmingly more time-consuming than additions 
in double-precision floating-point operations, we omit a count of the 
latter. 

4. 1 Multiplications 

Consider first the multiplications in the analysis of a particular 
pseudo-network. We have already noted in Section 3.4 that the number 

of vectors n that are valid arguments of g~m)(.) is (8 ; t). For each 

vector n as argument the convolutional algorithm for computing g(n) 
requires tq multiplications, and to calculate g~m)(n), m = 1, 2 and all 
T, there are 2tq additional multiplications. Thus, 

multiplications per pseudo-network = (tq + 2tq) (8; t). (13) 
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Since only (~) pseudo-networks are analyzed, 

multiplications total = (~) 3tq (8 ; t) 

__ O(qpt) 

as q and p become large. 

(14) 

(15) 

The remaining major component of the computations, the updatings 

of the registers (see Section 3.5), requires a total of less than 280 (~) 
multiplications, which is usually negligibly small compared with the 
number in (14). 

4.2 Storage 

Again, consider first the requirement for a particular pseudo-net
work. The actual storage used in PANACEA is somewhat more than 
the number of computed quantities and is 

(16) 

No further storage is required for the computations of all the pseudo
networks. There are also the t(1 + 2pq) registers, a small number 
relative to (16). 

4.3 Experimental results 

We have conducted experiments on PANACEA to verify these 
results. Figure 4 presents PANACEA's response time for a particular 
network (see Fig. 4a) in which the number of terms in the asymptotic 
expansions t = 4. The results are for various values of the population 
K (Fig. 4b), the number of classes (Fig. 4c), and the number of active 
processing centers q (Fig. 4d). The broad features of the results on the 
response times are in agreement with the above complexity analysis: 
most importantly, K does not affect the response time and the de
pendencies on p and q are like p 4 and q. 

v. NUMERICAL EXAMPLES 

Several computational experiments have been conducted on PAN
AcEA. These experiments were designed to highlight specific features 
of the package, explore its limitations, and to identify numerical 
stability issues. To date, we have not encountered difficulties with 
overflow or underflow in computing the asymptotic series. Hence, the 
rescaling of problem parameters that is often required to avoid nu
merical instability in the established algorithms is not at all an issue 
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here. The package has so far performed in a very stable and robust 
fashion in solving queueing network problems of widely differing sizes. 

In all our computational experiments, the queueing network prob
lems ranged in size from very small (one customer class with ten 
members in the class) to very large (17 customer classes with 17,000 
total members in the customer classes). All problems were real-life 
problems arising in modeling large communication networks. The 
nature of the interaction of the performance analyst with the package 
involved solving a given problem, making quick parameter changes in 
the model, resolving the problem, and so on. This iterative mode of 
interaction implies the ability of the package to give fast response 
times, irrespective of the size of the problem. PANACEA was able to 
ensure a response time of less than 70 seconds for all problems by 
adaptively truncating the asymptotic series. (All problems were solved 
on VAX 11/780 with the UNIX* operating system, Version 3.0, and 
lightly loaded <60%.) For reasons of brevity, we elaborate only on five 
numerical examples. 

5.1 Example 1 

The seven-node, nine-class queueing network shown in Fig. 1 (see 
the PML program shown in Fig. 2 for degrees of multiprogramming, 
service rates, etc.) was solved by PANACEA with a response time of 
about 20 seconds. Figure 5 shows the output displayed by PANACEA 
corresponding to the node DBP. Several features of Fig. 5 are note
worthy. First, PANACEA prints the number of terms computed in 
each asymptotic series. In solving this problem, three terms were 
computed. Second, the bounds printed for all quantities of interest are 
very "tight." For example, the DBP utilization for customer class 9 is 
44.412201 and the upper bound on this utilization is 44.4305312 (an 
error of at most 0.05 percent). The standard deviations on queue 
lengths of all customer classes in the node DBP again show the "tight" 
nature of the bounds. Hence, with three terms in the series, a near
exact solution was obtained for the problem. This implies that for this 
particular problem, with a given set of parameters, the series converged 
rapidly. 

5.2 Example 2 

For some queueing network problems, one may not be able to 
achieve rapid convergence. This typically happens for "small" net
works. Truncating the series too early may result in unacceptable 
errors. To demonstrate this phenomenon of slow convergence, we 
modeled the queueing network shown in Fig. 1 with one customer class 

* Trademark of Bell Laboratories. 
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COMPUTATION PHASE BEGINS. 
PACKAGE USES 3 TERMS IN THE ASYMPTOTICS FOR GOOD RESPONSE 
TIME ON THE VAX 11/780 HARDWARE 
UTILIZATION STATISTICS ON PROCESSING NODES 
UTILIZATION STATISTICS FOR NODE DBP 

CLASS UTILIZATION UPPER BOUND 
1 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
2 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
3 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
4 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
5 1.68863533e - 01 1.68890352e - 01 
6 1.68879473e - 01 1.68906161e - 01 
7 9.95496911e - 04 9.95522116e - 04 
8 1.0316726ge - 03 1.03169971e - 03 
9 4.4412201Oe - 01 4.44305312e - 01 

MEAN QUEUE LENGTH STATISTICS 

STATISTICS FOR NODE DBP 
MEAN QUEUE 

CLASS LENGTH 
UPPER BOUND 

LOWER BOUND 
O.OOOOOOOOe + 00 
O.OOOOOOOOe + 00 
O.OOOOOOOOe + 00 
O.OOOOOOOOe + 00 
1.68863533e - 01 
1.68879473e - 01 
9.95496911e - 04 
1.0316726ge - 03 
4.4412201Oe - 01 

LOWER BOUND 

1 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
2 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
3 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
4 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 O.OOOOOOOOe + 00 
5 7.61035551e - 01 7.61035551e - 01 7.37862183e - 01 
6 7.61104587e - 01 7.61104587e - 01 7.37942427e - 01 
7 4.5014092ge - 03 4.5014092ge - 03 4.3765297ge - 03 
8 4.66486873e - 03 4.66486873e - 03 4.53537014e - 03 
9 1.99251497e + 00 1.99251497e + 00 1.92234003e + 00 

STANDARD DEVIATI0N STATISTICS ON QUEUE LENGTH 
STATISTICS FOR NODE DBP 

CLASS STD. DEVIATION 
1 
2 
3 
4 
5 
6 
7 
8 
9 

O.OOOOOOOOe + 00 
O.OOOOOOOOe + 00 
O.OOOOOOOOe + 00 
O.OOOOOOOOe + 00 
1.14408350e + 00 
1.14414970e + 00 
6.7179110ge - 02 
6.83911390e - 02 
2.39306393e + 00 

UPPER BOUND 

1.15916418e + 00 
1.15922376e + 00 
6.71873612e - 02 
6.83998675e - 02 
2.4497936ge + 00 

Fig. 5-0utput of model example. 

LOWER BOUND 

1.08306158e + 00 
1.08317002e + 00 
6.62227374e - 02 
6.74162160e - 02 
2.16185701e + 00 

(this class required the services of DBP) with 20 terminals in the class. 
Table I shows the variation in the utilization of DBP as the number of 
terms in the asymptotic series is varied. Assuming that after accumu
lation of five terms, the series has converged to the exact solution, we 
see that truncating the series after the first term results in a 7-percent 
error, truncating the series after the second term results in a -4.4-
percent error, and so on. Notice the oscillatory nature of convergence. 
After accumulation of four terms, we still have an error in the units 
position. Typically, this slow convergence occurs for "small" problems, 
and hence one can potentially compute more terms in the series 
without adversely increasing the time complexity. It is interesting to 
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Table I-Benefit of multiple terms 
Number of 

Terms Used in DBP 
Expansion Utilization 

1 55.56 
2 49.63 
3 53.91 
4 50.68 
5 51.92 

Error (%) 

+7.0 
-4.4 
+3.8 
-2.4 
o 

observe that slow convergence is an inherent property of the problem 
that cannot be cured by large choice of N. At first sight it might appear 
that simply by choosing N large enough, the convergence of the series 
may be speeded up. A closer examination of the terms of the asymp
totic series reveals the fact that these terms are independent of Nand 
depend only on the initial problem parameters. 

5.3 Example 3 

Table II shows results of comparing our package with a commercially 
available package, CADS.25 CADS is marketed by Information Re
search Associates and it uses the convolutional algorithm to solve the 
queueing network. Again, the prototypical network shown in Fig. 1 
was solved with one customer class and ten terminals in that class. 
Attempts at increasing the degree of multiprogramming or increasing 
the number of classes in the problem resulted in a breakdown of 
CADS. Hence, extensive comparisons of PANACEA and CADS on 
large problems could not be accomplished. Table II shows the results 
for a particular problem solved by both CADS and PANACEA and 
substantial agreement is exhibited. We have also validated PANACEA 
and CADS on many other "small" networks. On "small" networks 
with more than one class and about 10 terminals in all the classes, a 
significant improvement in the response time of PANACEA was 
observed, while near-identical results were printed by both PANACEA 
and CADS. This, of course, is corroborated by our time-complexity 
analysis (Section IV). 

Processor 

DBP 
CPUI 
FEPI 

Table II-Comparison with CADS 
CADS 

Utilization 
(%) 

26.1 
4.35 
4.35 

Queue 
Length 

0.338 
0.0452 
0.0452 

PANACEA 

Utilization 
(%) 

26.08 
4.34 
4.34 

Queue 
Length 

0.3365 
0.0452 
0.0452 
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TERMINAL 

CUSTOMERS PERMITTED TO CHANGE 
CLASSES AFTER COMPLETING SERVICE 

AT A NODE 

j-j+ 1 

CPU 

j-j+ 1 

PROGRAM BEHAVIOR 

DBP1 

DBP2 

CPU TIME DBP TIME 
ATOMIC OPERATION IN MILLISECONDS IN MILLISECONDS 
OPEN FILE SYSTEM 200 80 

OPEN FILE 50 40 
READ 10 40 
CLOSE 10 40 

Fig. 6-Class-hopping model. 

5.4 Example 4 

This example illustrates the inter-class-transition feature of PAN
ACEA. Version 1.1 of PANACEA permits "class hopping" between 
customer classes. Models with class-hopping features are the natural 
tools for analyzing precedence-constrained sequences of actions of a 
customer in a computer system. Figure 6 shows the central server 
model in which a terminal-generated request goes through a series of 
transactions in a strict sequence. Initially, the terminal request is 
processed by the CPU by executing a program. The germane aspects 
of the program behavior are captured in four atomic data base opera
tions. Each data base operation set-up time in the CPU and the access 
time in either of the data base processors, denoted by DBP1 and 
DBP2, are shown in Fig. 6. When the terminal request is processed by 
the program, a series of data base transactions is generated to either 
of the DBPs with equal probability. The transactions, by their inherent 
nature, have to be executed in the following strict sequence: open fIle 
system, open file, read, and close. This precedence is enforced in the 
model by class hopping. The open-fIle-system transaction and the 
terminal request are both assigned a customer class label of 1. The 
other three atomic data base transactions are assigned class indices 2, 
3, and 4, respectively. Class 5 is a "clean-up" class to gracefully 
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1 /*CLASS HOPPING EXAMPLE * / 
2 OUTPUT CPU uti! + qlength + q2length; 
3 /*ROUTING* / 
4 CLASS TRANSITION 
5 TER :CPU 
6 CPU :TER 

CPU :DBPI,DBP2 
DBPI,DBP2 :CPU 

{1,2,3,4,5}; 
{ (1)1.0); 
{(5){ (1)1.0)}; 
{(I to 4).5); 

{{ (2) 1.0},{ (3) 1.0},{ (4) 1.0},{ (5) 1.0}}; 
/*SERVICE RATES*/ 
CPU {IOOO/200,IOOO/50,IOOO/IO,IOOO/1O,IOOO/5}; 
DBPI,DBP2 {IOOO/80,(2 to 4)IOOO/40}; 
TER {(I).05); 
CPU PS; TER IS;DBPI,DBP2 PS; 
DEGREE {(1)40); 
END; 

Fig. 7-PML program describing the class-hopping model. 

terminate the terminal request. Now, all customers retain their class 
identity in all but three transitions. When a transition is made from 
DBPI or DBP2 to CPU, a hop occurs from class j to class j + 1, as 
shown in Fig. 6 (l-::=j -::= 4). Customer class 5 hops back to class 1 when 
transiting from the CPU to the terminal. 

Figure 7 shows the PML program describing this model. A statement 
in line number 4 indicates class indices among which hops can take 
place. The routing statements appropriately denote the "from" class 
and the "to" class, if necessary. 

Figure 8 shows a snapshot of the output produced by PANACEA. 
The upper and lower bounds are observed to be "tight" for all the 
quantities displayed in Fig. 8. The response time in solving this 
problem by PANACEA was almost instantaneous, once the out-of
core phase was completed. The out-of-core phase itself consumed 
about 60 seconds of elapsed time, on a lightly loaded VAX 11/780. 

5.5 Example 5 

We now consider the large communication network shown in Fig. 9, 
which consists of 23 processors, 17 classes and 1,000 terminals in each 
class. For reasons of brevity, we omit further description of this 
network. However, one can easily appreciate the explosion in state 
space of this queueing network and the CPU time that would be 
required to solve this problem by the previous methods. PANACEA 
was able to solve this problem almost instantaneously (response time 
was not perceived by the user). Figure 10 shows the output produced 
by PANACEA. Notice that only one term was computed for each 
asymptotic series. This implies, from the error analysis, that one of 
the bounds could not be computed for mean queue length and standard 
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COMPUTATION PHASE BEGINS. 

PACKAGE USES 4 TERMS IN THE ASYMPTOTICS FOR GOOD RESPONSE TIME ON 
THE VAX 11/780 HARDWARE 

UTILIZATION STATISTICS ON PROCESSING NODES 

UTILIZATION STATISTICS FOR NODE CPU 

CLASS NODE UTILIZATION 

3.84754302e-01 
2 9.61885755e-02 
3 1.92377144e-02 
4 1.92377144e-02 
5 9.6188571ge-03 

MEAN QUEUE LENGTH STATISTICS 

STATISTICS FOR NODE CPU 

CLASS MEAN QUEUE LENGTH 

7.65705297e-01 
2 1.91426324e-01 
3 3.82852634e-02 
4 3.82852634e-02 
5 1.91426317e-02 

UPPER BOUND 

3.84754302e-01 
9.61885755e-02 
1.92377144e-02 
1.92377144e-02 
9.6188571ge-03 

UPPER BOUND 

7.93131456e-01 
1.98282864e-01 
3.96565713e-02 
3.96565713e-02 
1.98282857e-02 

STANDARD DEVIATION STATISTICS ON QUEUE LENGTH 

STATISTICS FOR NODE CPU 

CLASS STD. DEVIATION 

1.08703258e+00 
2 4.6628556ge-01 
3 1.98305571 e-01 
4 1.98305571 e-01 
5 1.39293183e-01 

END OF OUTPUT STATISTICS. 

process terminated 
*Q 
Alice:O 

UPPER BOUND 

1.19926103e+00 
4.88468353e'- 01 
2.03148498e-01 
2.03148498e-01 
1.42237373e-01 

Fig. 8-0utput of Example 4. 

LOWER BOUND 

3.84336505e-01 
9.60841263e-02 
1.92168245e-02 
1.92168245e-02 
9.60841227e-03 

LOWER BOUND 

7.65705297e-01 
1.91426324e-01 
3.82852634e-02 
3.82852634e-02 
1.91426317e-02 

LOWER BOUND 

1.06718645e+00 
4.63411440e-01 
1.98035895e-01 
1.98035895e-01 
1.39197236e-01 

deviation statistics. Nevertheless, bounds on the utilization could be 
computed and they show acceptable accuracy. For example, the max
imum percentage error occurs for customer class 14 in the node "hsc2" 
and it is less than 3 percent. Higher accuracy can be obtained only by 
computing the second element of the series at the expense of significant 
increase in response time. 

VI. RECENT AND FUTURE DEVELOPMENTS 

Recently, we have implemented Version 2.0 of PANACEA in which 
several additional features have been incorporated. 
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"
" ..... 

" " ..... 
"

" ..... 

HSC2 

23 NODES, 17 CLASSES, 17,000 CUSTOMERS 

Fig. 9-Large network of Example 5. 

(i) Version 2.0 solves mixed queueing networks in which some job 
classes, or possibly no job classes, are closed, while the remaining 
classes are open. 

(ii) The computational method described in this paper is supple
mented by other established recursive techniques.13

-
17 The package 

selects the latter for small networks and the method of asymptotic 
expansions for all other networks. 

Future work will be directed to: 

(i) Heavy usage asymptotics 
(ii) Incorporation of load-dependent servers 

(iii) Sparsity exploitation in solving pseudo-networks 
(iv) . Priority queue approximations. 

2870 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



COMPUTATION PHASE BEGINS. 

PACKAGE USES 1 TERMS IN THE ASYMPTOTICS FOR GOOD RESPONSE TIME ON 
THE VAX 11/780 HARDWARE 

UTILIZATION STATISTICS ON PROCESSING NODES 

UTILIZATION STATISTICS FOR NODE hsc2 

CLASS UTILIZATION UPPER BOUND 

10 6.58941204e-02 6.60000106e-02 
11 6.59778304e-03 6.6000011ge-03 
12 1.0993839ge-02 1.10000014e-02 
13 5.99891352e-03 6.00000113e-03 
14 6.46839982e - 01 6.60000114e-01 
15 6.59868518e-03 6.6000011ge-03 
16 1.09963458e-02 1.10000014e-02 
17 5.99891352e-03 6.00000113e-03 

MEAN QUEUE LENGTH STATISTICS 

STATISTICS FOR NODE hsc2 

CLASS MEAN QUEUE LENGTH UPPER BOUND 

10 3.87797861e-01 3.87797861 e-01 
11 3.8779786ge-02 3.8779786ge-02 
12 6.46329747e-02 6.46329747e-02 
13 3.52543520e-02 3.52543520e-02 
14 3.87797866e+00 3.87797866e+00 
15 3.8779786ge-02 3.8779786ge-02 
16 6.46329747e-02 6.46329747e-02 
17 3.52543520e-02 3.52543520e- 02 

STANDARD DEVIATION STATISTICS ON QUEUE LENGTH 

STATISTICS FOR NODE hsc2 

CLASS STD. DEVIATION UPPER BOUND 

10 6.88753131 e-01 7.90422721 e-01 
11 1.99112072e-01 2.02853370e-01 
12 2.58917088e-01 2.66862288e-01 
13 1.89657360e-01 1.92906147e-01 
14 3.54066101 e+OO 5.25119023e+00 
15 1.99112072e-01 2.02853370e-01 
16 2.58917088e-01 2.66862288e-01 
17 1.89657360e-01 1.92906147e-01 

END OF OUTPUT STATISTICS. 

Fig. lO-Output of Example 5. 
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This paper presents the architecture of a special-purpose computer 
for logic simulation using distributed processing. The architecture is 
based on the utilization of inexpensive microprocessors intercon
nected by a communication structure. The communication structure 
is cross-point based for simple evaluations and time-shared parallel 
bus based for functional evaluations. Analysis is carried out to show 
that the performance of the proposed simulator is better by over two 
orders of magnitude than traditional logic simulation carried out on 
a general-purpose computer. Also, the power of the simulator is 
proportional to the number of slave processors over a certain range. 

I. INTRODUCTION 

The logic circuit simulator is an important component of a CAD 
system. It is used to predict logic circuit operation and performance 
under normal and faulty conditions. The application of the logic circuit 
simulator can be divided into two major areas: verification of new logic 
hardware designs and fault analysis of these designs. 

As an evaluation tool, it can be used to verify the logical correctness 
of new hardware designs. Other information that can be obtained using 
a logic simulator include timing and signal propagation characteristics, 
and race and oscillatory circuit conditions. If the results of simulation 
indicate an unsatisfactory design, i.e., the circuit does not perform as 
expected, then changes can be made to the design. The design can be 
reevaluated using the simulator. After a number of iterations, a satis
factory design ready for committing to hardware should result. A logic 
circuit simulator used as above is known as a true value simulator. 

* This paper is based on material to be submitted by S. H. Patel in partial fulfIllment 
of the requirements for the Ph.D. in Electrical Engineering at the Illinois Institute of 
Technology. 
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Note that the results of true value simulation can be used for diagnos
ing faulty equipment using the guided probe technique.1 

Most logic circuit simulators also have fault-simulation capability. 
This capability can be used to determine fault coverage by a proposed 
test sequence, production of a fault dictionary, evaluation of test-point 
effectiveness, and evaluation of self-checking circuitry. The behavior 
of a circuit under fault conditions can also be investigated. Fault 
analysis can be used to investigate initialization and fault-induced 
races, and to perform timing analysis under specific fault conditions. 
For fail-safe circuitry, selected faults can be inserted in the circuit and 
the effect of these observed on the outputs by simulation. If a forbidden 
output is obtained under some fault, then the circuit design must be 
changed. 

Figure 1 shows the general environment of a logic circuit simulator. 
The circuit to be analyzed is modeled using a circuit-description 
language. This language describes the connectivity and behavior of the 
circuit. The modeling information typically includes element type 
(gate or functional), associated delays, and interconnection data. Once 
the data structure of the model is set up in the logic circuit simulator, 
simulated inputs are applied either dynamically (at prescribed times) 
or statically (after the circuit is stabilized). Fault simulation is per
formed using one of several methods: one fault at a time, parallel, 
concurrent, or deductive.2

-
4 The simulated output is recorded either in 

a plot form (true value) or tabular form (true value and fault simula
tion). 

Currently, most digital circuits are simulated on large general-pur
pose computers. This method of simulation is complex and expensive 
to operate and maintain.5 There is a need for more sophisticated and 
cost-effective simulators as we get into the VLSI era. Very large 
simulation time and costs will result when dealing with circuits of 
VLSI complexity (more than 100,000 gates on a single chip). 

INPUT 
STIMULI--~ 

DESCRIPTION 

MODEL OF 
CIRCUIT TO BE 

ANALYZED 

LOGIC 
CIRCUIT 

SIMULATOR 

1---- SIMULATED 
OUTPUT 

FAULT INSERTION 
(FOR FAULT ANALYSIS) 

Fig. I-Operating environment of a logic circuit simulator. 
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II. SPECIAL-PURPOSE SIMULATION HARDWARE 

Existing logic circuit simulators are implemented in software that is 
executed on a general-purpose computer. To date, a large amount of 
work has been invested in optimizing this software. For further im
provements in the performance of the logic circuit simulator, the 
hardware on which the simulation software executes must be opti
mized. With the advent of low-cost microcomputers, the development 
of special-purpose logic simulation hardware becomes attractive. Pos
sible benefits are higher speeds, lower costs, and greater flexibility (for 
example, better integration in a test station). 

Recently there has been some interest in developing special-purpose 
logic simulators. Barto and Szygenda have developed special-purpose 
simulation hardware based on distributed processing.5 More recently, 
Abramovici et al. have presented a special-purpose architecture based 
on pipelining and concurrency.6 Both approaches use dedicated proc
essors for performing specific tasks. A special-purpose logic simulation 
machine using parallel processing (the Yorktown Simulation Engine) 
has been built by IBM.7

-
9 

Concurrency allows simultaneous processing of several parallel 
events leading to a reduction in overall processing time. There are at 
least two types of concurrencies present in the simulation of logic 
circuits. One type of concurrency occurs in the simulation algorithm 
and the other in the actual simulated hardware. 

The first type of concurrency can be called algorithm concurrency. 
In logic circuit simulation a number of operations have to be performed 
during a simulated time interval. Simulated time consists of discrete 
points in time (approximated to the nearest integer) at which changes 
in logic values on signal lines can occur. A simulated time interval is 
the time between two such consecutive discrete points. A simulated 
time interval is also sometimes referred to as a time frame. A simula
tion cycle time is the time required to carry out the processing during 
a simulated time interval. Typical operations carried out during a 
simulation cycle include determining current events, updating values 
at source, determining fanout, updating values at fanout, evaluating 
elements, and scheduling resulting events. An event is a change in logic 
value on a signal line. Scheduling an event is marking it to occur at 
some time in the future. Consider several elements being evaluated 
and several resulting events being scheduled during a simulation cycle. 
In traditional simulation, the elements are evaluated and the resulting 
events scheduled sequentially. No two operations are performed si
multaneously. One can take advantage of the inherent concurrency by 
noting that after an element has been evaluated and while the resulting 
event is being scheduled, the evaluation of another element can be 
concurrently started. An average number of 80 such concurrent events 

LOGIC SIMULATION 2875 



were observed per simulated time interval during the simulation of a 
4000-gate circuit.6 This concurrency appears in the simulation algo
rithm. The architecture proposed by Abramovici et al. takes advantage 
of this concurrency to some extent. The main ingredient of this solution 
is functional partitioning of the tasks to several microprocessors. 

The concurrency can also be viewed from the point of view of the 
logic circuit. Concurrent events occur during a simulation cycle because 
of the way electrical signals propagate in the logic circuit. Several 
elements may be activated at the same time because signal propagation 
occurs simultaneously along several paths in the actual hardware. If 
the elements that become active at the same time are processed by 
different processors simultaneously, then the overall simulation time 
will be reduced. This type of concurrency can be called logic circuit 
concurrency. Its main ingredient is distributed processing among 
several processors, all of which are executing the same algorithm. 

This paper describes the architecture of a special-purpose logic 
simulation machine designed to take advantage of the parallelism 
caused by concurrent activity of signals in a circuit. The system is 
essentially a processing network based on an interconnection of low
cost microcomputers. The circuit to be simulated is partitioned into 
sub circuits and each sub circuit is simulated in a separate microcom
puter. Thus, several microcomputers can be simultaneously simulating 
several elements activated by parallel signals. This simulator is differ
ent from those proposed in the literature (see Refs. 5 and 6) in that the 
multiple processors do not perform dedicated tasks. Also, the modu
larity of the simulator proposed in this paper allows easy increase of 
computational power. 

III. MULTIPROCESSOR OPERATION ENVIRONMENT 

The operation environment of the multiprocessor digital logic sim
ulator is shown in Fig. 2. The general-purpose computer acts as a 
preprocessor at the beginning of simulation and as a postprocessor at 
the end of simulation. 

At the beginning of simulation, the circuit to be simulated is modeled 
on the general-purpose computer. The data structure is then loaded 
into the multiprocessor simulator. The loading problem is not dis
cussed in this paper. After setting up the environment for the multi
processor simulator, the general-purpose computer requests the sim
ulator to start. 

The simulation is carried out in the multiprocessor simulator. The 
simulator can be programmed to output intermediate results automat
ically to the general-purpose computer. The simulator can also be 
interrupted by the general-purpose computer for intermediate results. 
The user can ask for information about a simulation run while it is in 
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Fig.2-Preprocessing and postprocessing for the multiprocessor-based special-pur
pose logic simulator. 

progress (e.g., the status of a variable) and make certain run-time 
decisions such as continue simulation, apply extra input vectors, or 
stop. At the end of circuit simulation, the fmal simulation results and 
any other user-requested information is sent to the general-purpose 
computer. User-requested information typically includes output values 
of elements (monitored points) at specific simulated times or under 
some other specified conditions. The general-purpose computer for
mats this information for suitable presentation to the user. 

IV. ARCHITECTURE DESCRIPTION 

The multiprocessor simulator consists of processors PI through pn. 
The circuit to be simulated is partitioned into blocks al through an. 
The signal connections between two blocks ai and aj are designated as 
bij. Each block ax is then mapped into processor px as a sub circuit cx. 
Figure 3 shows two blocks ai and aj mapped to processors Pi and Pj, 
respectively, as subcircuits Ci and Cj. The blocks are not necessarily 
clusters. That is, elements in a block can be from disjoint portions of 
the circuit. The signal connections bij between blocks ai and aj are 
mapped in a data path dij between processors Pi and pj. 

During simulation the subcircuits Ci and Cj are simulated independ
ently. Different subcircuits become active as signal values proceed 
from the primary inputs to primary outputs. As simulation progresses, 
data will have to be carried between sub circuits Ci and Cj as the logic 
values on the signal connections between the two sub circuits change. 
This data is transported across the data path dij . Typical data sent 
across the data path consists of changed logic values. 

The architecture of the multiprocessor simulator proposed in this 
paper is shown in Fig. 4. The simulator consists of a communication 
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Fig. 3-Mapping of partitions ai and aj to processors Pi and Pj. 

structure (communication medium and its associated control) con
nected to a master, several simple evaluators for simulating gate level 
blocks, and several functional evaluators for simulating functional 
blocks. A cross-point matrix is used to interconnect the master and 
the simple evaluators. The functional evaluators are connected to the 
cross-point matrix through a bus interface unit and a parallel bus. It is 
shown in Section VI that the speed of a cross-point matrix is required 
for transferring data between the simple evaluators. A parallel bus 
provides sufficient speed for functional evaluators. Note that if only 

COMMUNICATION STRUCTURE 1--------------------1 
I CROSSBAR I I MATRIX I 
I I 

L_ ---l I 
I PARALLEL I 
I BUS I 
L ~ 

Fig. 4-Architecture of proposed multiprocessor simulator. 
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simple evaluations are to be carried out, then the bus interface unit, 
the parallel bus, and the functional evaluators can be removed. If only 
functional evaluations are to be performed, then the bus interface unit, 
the cross-point matrix, and the simple evaluators can be removed. 

v. MULTIPROCESSOR IMPLEMENTATION 

The configuration of the multiprocessor-based digital logic simulator 
is shown in Fig. 5. The simulator consists of one master and a 
multiplicity of slaves interconnected by a communication structure 
(communication medium and its associated control). The implemen
tation of the simulator allows the use of either a shared or a dedicated 
communication structure. The master has local memory for its use. 
Each slave consists of a processing unit (PU) with its associated 
memory. The master and the slaves also each have two FIFO buffers 
and two data sequencers for interfacing to the communication struc
ture (see Sections 5.1 and 5.2). 

The processors Pi and pj shown in Fig. 3 correspond to the slaves Si 
and Sj in the multiprocessor simulator. The subcircuits Ci and Cj reside 
in the memories of the slaves Si and Sj. The interconnections bij between 
blocks ai and aj are mapped into the data path dij that constitutes part 
of the communication structure. 

At the beginning of each simulation cycle the master sends primary 
input values (if any) to the appropriate slaves using the communication 
structure. The master then issues a start signal to the slaves. This 
signal informs the slaves to start processing for the next simulation 
cycle. During the processing of a simulation cycle a slave unit may 
generate data for the other slaves or the master. The data is sent to 
the destination slave or the master using the communication structure. 
Data transferred between the slaves consists of scheduled events for 
the next time frame. A scheduled event is a change in logic value on a 
signal line scheduled to occur at some time in the future. Only data for 
the subsequent time interval is transferred between the slaves in order 
to reduce the amount of information sent over the communication 
structure, and thus the communication overhead. The scheduled time 
does not have to be sent. Data transferred from the slaves to the 
master consist of primary output values and user-requested informa
tion. 

Each slave informs the master when it has finished processing and 
transferring data for the current simulation cycle. When all slaves have 
informed the master about their completion of processing for the 
current simulated time interval, and also the master has finished 
transferring any primary input values scheduled for the next simulated 
time interval to the slaves, the master issues a start signal to the slaves 
for the next simulation cycle. 
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Fig. 5-Implementation of a multiprocessor-based digital logic simulator. 

The different sections of the multiprocessor are discussed in greater 
detail below. 

5. 1 Slave unit 

The slave unit configuration is shown in Fig. 6. The PU is a general
purpose I6-bit microprocessor. The input and output data sequencers 
can be either specially designed logic circuits or commercially available 
single-chip microcomputers. The FIFO buffers are commercially avail
able devices. 

The slave unit PUs perform the actual element/function evaluation 
and event scheduling. As noted previously, the partitioning of the logic 
circuit to be simulated is done on a general-purpose computer. Each 
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Fig. 6-S1ave unit configuration. 

PU contains a block of the logic circuit to be simulated. The simulation 
algorithm resides in the PU memory; all slaves contain identical 
algorithms. 

Each slave uses an Output Data Sequencer (ODS) to transfer data 
out and an Input Data Sequencer (IDS) to receive data from the other 
slaves or the master via the communication structure. In a slave unit, 
the PU and the data sequencers are isolated from each other by means 
of FIFO buffers. Thus, the slaves can send and receive data independ
ently of whether the PU is active or not. 

The PU stores any data it has for other PUs or the master in the 
Output FIFO Buffer (OFB). The ODS makes a request for the com
munication structure if there is any data to transfer from the OFB. 
The ODS of the slave, if granted the use of the communication 
structure, takes data (scheduled values for slaves and primary output 
values and user-requested information for the master) from the OFB 
and sends it over the communication structure to other slaves or the 
master. The data is received by the IDS of the destination slave or the 
master (described in Section 5.2). Any data received by an IDS is put 
in its Input FIFO Buffer (IFB). End of Data (EOD) flags are used to 
separate data streams since a PU can be writing new data to the OFB 
before its ODS has finished transferring current data and similarly, an 
IDS can be receiving new data in the IFB before its PU has finished 
reading current data. 

There are two signal lines between a slave unit and the master. The 
master signals the slaves using a START signal and the slaves signal 
the master using the DONE line. The DONE line will become active 
when all the slaves have finished processing. 

LOGIC SIMULATION 2881 



The START line from the master initiates the processing for the 
next PU processing cycle. This signal causes the IDS to load an EOD 
flag in the IFB of all slaves. At the beginning of each simulation cycle, 
the PU monitors the IFB for data from other slaves and the master for 
the current simulation cycle. The EOD flag marks the end of data 
from other slaves and the master for the current simulation cycle. 
When the PU reads this flag, it starts evaluation for the current 
simulation cycle. The START signal from the master also informs the 
slave ODS to start sending out any data to be used during the next 
simulated time cycle from the OFB. 

At end of the simulation cycle the PU loads an EOD flag in the 
OFB and starts preprocessing for the next simulation cycle. When the 
ODS encounters the EOD flag in the OFB, it has finished transferring 
data for the current simulation cycle. The ODS informs the master 
using the DONE line. 

5. 1. 1 PU operation 

The following data tables are used by each PU for its operation (see 
also Fig. 7): 

(i) Circuit Description Table. This table contains interconnection 
data for the subcircuit. For each element it contains the value, type, 
delay, input status word pointer and corresponding status fields, inter
nal fanout list pointer and corresponding fanout lists, and external 
fanout list pointer and corresponding fanout lists. The input status 
word pointer and the corresponding status fields give the signal values 
on the fanin lines. The internal fanout list pointer and corresponding 
fanout lists give the fanout which remain in the subcircuit. The 
external fanout list pointer and corresponding fanout lists give fanout 
which go to subcircuits located in other slaves. An element may have 
~mly internal fanout, only external fanout, or both internal and external 
fanout. Note that storing the external fanout takes up more space than 
storing an internal fanout since both the destination processor address 
and element index have to be stored for the external fanout. 

(ii) Activity List. This list is used to keep track of active elements 
during a simulation time interval. These elements are to be evaluated. 

(iii) Timing Wheel. This data area contains the events that are 
scheduled in the future. A large amount of work has been done in this 
area. 10,11 

The PU operation can be described in terms of two essentially 
concurrent processes, namely the simulation cycle (execution of sim
ulation algorithm) and the communication cycle (communication of 
events). During one simulation cycle the following operations occur in 
the given order: 

1. Update line values from current list L t of timing wheel. 
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Fig. 7-Data tables for PU operation. 

2. Find fanout and put active elements in activity list. 

ACTIVITY 
LIST 

3. From next list Lt+ l of timing wheel, for each entry that is an 
external fanout node, store scheduled event in OFB. Remove entry 
from timing wheel if it does not have any internal fanout also. 

4. Update line values from IFB until EOD flag is received. The 
EOD flag signifies end of data present in the IFB for the current 
simulation cycle. (The EOD flag is loaded by the IDS when it receives 
a START signal from the master.) 

Note: Any user requests received are stored for later processing. 
5. Find fanout and put active elements in activity list. 
6. Evaluate elements in activity list. 
7. For active elements whose output changes, if delay of element is 

one and it is an external output node, schedule change in OFB. 
8. If test in step 7 fails, schedule change on timing wheel. 
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9. Gather any user-requested information and store it in OFB. 
10. Store EOD flag in OFB. 
11. Increment current list pointer of timing wheel to the list of next 

time. 
From steps 7 and 8 it can be seen that events on an external fanout 

are scheduled on the timing wheel of the processor in which the event 
occurred except in the case where the external fanout is going to be 
active in the next time interval. In this way the scheduled time does 
not have to be transmitted with the scheduled event, thus saving 
communication overhead. 

A communication cycle is the period in between two START com
mands issued from the master. This cycle is phased with respect to the 
simulation cycle, as shown in Fig. 8. Note that the end of a communi
cation cycle is an appropriate point for the multiprocessor simulator 
to stop for processing any interrupt requests from the general-purpose 
computer or sending out intermediate results. The master can issue 
the start for the next simulation cycle by sending a START command 
to the slave data sequencers after it satisfies all requests. 

All the slave unit PUs contain the same software. Note that this 
algorithm is similar to the one used in traditional logic simulators 
except that the operations are sequenced differently. 

5.1.2 Operation of slave data sequencers 

The function of the data sequencers (IDS and ODS) is to transfer 
data from the OFB to the communication structure and from the 
communication structure to the IFB. 
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Fig. 8-Relationship between a simulation cycle and the communications cycle. 
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The IDS and the ODS have some local memory. The IDS uses this 
memory to store any data it receives from the outside in case the IFB 
overflows. The ODS requires this memory only in certain circum
stances. A case for its use is given Section 5.3.2. 

The communication protocol between the data sequencers and the 
communication structure depends on the type of communication struc
ture. This is discussed in detail in Section 5.3. 

5.2 Master processor 

The master processor is the interface between the general-purpose 
computer and the simulator. Its main functions are to keep track of 
simulated time, keep the slaves in synchronism, supply the slaves with 
primary input values, and gather the primary output values from the 
slaves. It also stores any user-requested monitored point values sent 
to it by the slaves. 

The configuration of the master is similar to that of a slave unit and 
is shown in Fig. 9. It consists of a central processing unit (CPU) with 
some local memory, an input FIFO buffer (IFB), an output FIFO 
buffer (OFB), an input data sequencer (IDS), and an output data 
sequencer (ODS). The master is connected to the slave units through 
the communication structure. The master initiates processing for the 
next simulation cycle by issuing a START command on its signal line. 
When the slaves finish processing for the current simulated time 
interval, they inform the master through the DONE signal. 
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Fig. 9-Master configuration. 
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The master sends and receives data to and from the slaves using the 
communication structure. The interface between the master and the 
communication structure is similar to that between the slaves and the 
communication structure. The master stores any data (primary input 
values or user requests for monitored point values) it has for the slaves 
for the next simulation cycle in its OFB. The START signal which goes 
to the slaves also informs the ODS of the master to start transferring 
out data. The ODS encounters an EOD flag in the OFB when it has 
transferred all the data from the OFB. The ODS informs the master 
that it has finished sending out data by setting the DONE line. The 
IDS receives data from the slaves and puts it in the IFB. 

Figure 10 shows the master, slave unit PU, slave unit ODS, and 
slave unit IDS operations during a simulation cycle. 

5.3 Communication structure 

The communication structure is used as a medium for transferring 
data between the slaves and between the slaves and the master. Either 
a shared or a dedicated structure can be used for the multiprocessor 
simulator. Two types of communication structures will be considered 
here, namely the time-shared parallel bus and the cross-point matrix. 
Each case is treated separately below. The criteria for selecting the 
type of communication structure are given in Sections VI and VII. 
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5.3.1 Time-shared parallel bus 

The interface between the data sequencers and a time-shared par
allel bus based communication structure is shown Fig. 11. When the 
ODS has some data to send, it sets the Request To Send (RTS) line 
high. The bus control grants it the use of the communication medium 
by sending a pulse on the Bus Grant line. The ODS sends out all the 
data present in its OFB. The data received by the IDS of the desti
nation unit is put in its IFB. The ODS then sets the RTS line low. 
This releases the bus, which is then granted by the bus control to 
another requesting slave or the master. All units have equal priority. 
The ODS will set the RTS line high again if it gets more data to 
transfer in the OFB. 

The data sent out to a slave unit from another slave unit or the 
master consists of a scheduled event for the next simulation cycle. The 
data sent to the master consists of the address of the sending slave, 
element number (primary output or monitored point) and element 
value. A separate line Request to Send to Master (RTSM) is used to 
address the master. When the destination is the master, the address 
lines from the ODS contain the sending slave unit address. This 
address together with the element number and element value is stored 
in the master IFB by the master IDS. 

5.3.2 Cross-point matrix 

The interface between the data sequencers and a communication 
structure based on a cross-point matrix is shown in Fig. 12. When the 
ODS has some data to send, it puts the address of the destination unit 
on the address bus and makes a request to transfer data by sending a 
pulse on the RTS line. If the destination is not busy, the control for 
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(RTS) 

BUS GRANT 

OUTPUT 
RTS FOR MASTER 

(RTSM) 
DATA 

SEQUENCER ... 
COMMUNICATION 

ADDRESS 
v 

STRUCTURE: 
... 

DATA 
v 

TIME-SHARED 
PARALLEL BUS 

DATA READY 

INPUT 
DATA ~ 

SEQUENCER ... 
DATA 

Fig. ll-Intcrface between the data sequencers and a time-shared parallel bus. 
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ADDRESS ... COMMUNICATION 

STRUCTURE: 
DATA 
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DATA READY 

INPUT 
DATA A 

SEQUENCER 1«, 
... 

DATA 

Fig. 12-Interface between the data sequencers and a cross-point matrix. 

the matrix grants the transfer request. The ODS sends out data serially 
over the data line. The data received by the IDS of the destination 
unit is put in its IFB. The Data Ready line connected to the IDS is 
used to show the presence of data. It might happen that the destination 
is busy when an ODS makes an RTS to the cross-point matrix. In this 
case, the ODS gets a busy signal from the control of the cross-point 
matrix. In response to the busy signal, the ODS stores away the data 
that was to be transferred in its local memory and makes an RTS for 
the next set of data to be transferred from the IFB. A retry to send the 
blocked data is made later. 

As indicated in Section 5.3.1, the master requires the address of the 
sending slave unit. A slave unit ODS will recognize a request to transfer 
data to the master and it will transmit its slave unit address together 
with element number and value. 

The interface discussed above will apply for a nonblocking switching 
network also. However, this network will not be discussed here. 

VI. ARCHITECTURE EVALUATION 

In this section, various performance functions are derived for the 
multiprocessor architecture and compared with those for the tradi
tional logic simulator implemented on a general-purpose computer. 
The requirements for a circuit-partitioning algorithm are considered 
first. Based on these requirements, expressions and values for process
ing and communication times are derived next. Comparisons in terms 
of evaluations per second are then made between the multiprocessor 
simulator and the traditional logic simulator implemented on a general
purpose computer. 
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Fig. 13-A logic circuit. 

6. 1 Logic circuit partitioning 

The logic circuit to be simulated is partitioned into a number of 
sub circuits. Each sub circuit can essentially be regarded as an inde
pendent circuit. During simulation, data is passed between different 
sub circuits as signal values propagate from the primary inputs to the 
circuit outputs. The sub circuits will be stored in the appropriate 
memories of the slave unit PUs. (The element numbers in the original 
circuit are translated to a slave address and an index number.) Parti
tioning is a key to the operation and performance of the multiprocessor 
digital logic simulator. Partitioning must maximize multiprocessing 
while limiting communication. 

A partitioning algorithm is required to partition a logic circuit into 
sub circuits. The partitioning algorithm must produce sub circuits such 
that during logic circuit simulation, the number of simultaneously 
active sub circuits (processors) is maximum and the number of simul
taneously active elements in each sub circuit (processor) is minimum, 
while keeping the communication from being a bottleneck. Obviously, 
minimization of interprocessor communication and the proper choice 
of communication structure are necessary to avoid this bottleneck (see 
Sections VII and VIII). The fact that signals may propagate in parallel 
indicates that partitioning should be done along the depth of the 
circuit rather than the breadth of the circuit since this will tend to 
place concurrent activities in different blocks. One approach is to start 
with a primary input and trace a path towards a primary output 
forming an element string. An element string is a single fanout path. 
For example, elements (1, 6, 9, 11) and (5, 8, 10) in Fig. 13 constitute 
two element strings. Since two elements in a string will not be normally 
active simultaneously, the whole string can be put in one sub circuit. 
Each sub circuit corresponds to a block described in Section IV. Note 
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Fig. 14-Multiprocessor simulator architecture. 

that if there is a fanout from any element to a zero delay element, then 
the two elements must be in the same block. For a multiprocessor 
system with n processors, a logic circuit must be partitioned into at 
most n blocks. A partitioning algorithm based on this approach is 
given in Appendix A. 

6.2 Processing and communication 

Consider the architecture of a multiprocessor simulator shown in 
Fig. 14. Processors PI through Pn are connected by a communication 
structure. The logic circuit to be simulated is partitioned into n blocks 
using the partitioning algorithm described in Appendix A. Each block 
is then assigned to a processor. During simulation, the communication 
structure will be used to transfer data between the processors as the 
interconnections between different blocks become active. 

During a simulation cycle each of the processors will be evaluating 
active elements and scheduling events. Concurrently, data will be 
flowing across the communication structure as events in one processor 
activate elements in another processor. We define tp as the average 
processing time per processor during a simulation cycle. Time tp 
represents the processing of all active elements and scheduling of 
resulting events in one processor during a simulation cycle. Define te 
as the total communication time during one simulation cycle. This 
value represents the amount of time the communication structure is 
busy (i.e., the time taken to service all requests to transfer data from 
all processors) during a simulation cycle. Since the operations during 
tp and te occur concurrently, the length of the simulation cycle and, 
hence, the number of evaluations per second will be determined by 
the greater of tp and te. 

Expressions and estimates for tp and te for an optimum architecture 
will be derived in the next two sections. The value of te will be derived 
for two cases, namely, a communication structure based on a time
shared parallel bus and a cross-point matrix. 

6.3 Processing time tp 

Let N be the average number of active elements per simulation cycle 
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and n be the number of processors in the multiprocessor simulator. 
Then N/n will be the average number of active elements per processor 
during a simulation cycle for the ideal case. There will be some extra 
active elements in a processor during a simulation cycle due to non
ideal partitioning. Ifk is the average unbalance factor, then the number 
of active elements is kN In. Let a be the time required to process one 
active element, then: 

tp = (N/n) ka, 1 < n < N; k = 1 for n = 1. 

This expression gives the average processing time per processor during 
one simulation cycle. 

The value of the processing time a is estimated next. Traditional 
logic simulators can perform about 30,000 simple evaluations per 
second (e.g., IBM 370/168). This represents 33 Jls per element evalua
tion. The simulation algorithms for the multiprocessor simulator and 
the traditional logic simulator are somewhat similar. The element 
evaluation time for the multiprocessor simulator can be written as 
a = 33u1 J.LS. The factor U1 represents a slowdown factor due to the 
difference in speed between a microprocessor and a general-purpose 
computer. For an Intel * 8086 16-bit microprocessor the slowdown is 
about 5.5 over an IBM 370/168.12 The element evaluation time for an 
Intel 8086 becomes 181.5 J.Ls. The operation of the microprocessor can 
be speeded up by using a microprogrammable processor and micropro
gramming the simulation algorithm. For an Am29116 I6-bit micropro
grammable microprocessor, a speed-up factor of 5 to 10 can be obtained 
over the Intel 8086. Assuming an Am29116 and taking a speed-up 
value of 7, the average time required to process a simple element will 
be a = 26 JlS. The value of a for functional elements will be 30 to 50 
times larger. 

Until now it has been assumed that all the processors have the same 
number of active elements. Assume that the unbalance due to nonideal 
partitioning introduces 10 percent more active elements in a processor 
(k = 1.1) and a is 40 times larger for functional evaluations than for 
simple evaluations [a(se) = 26 Jls for simple evaluations and a(fe) = 1040 
J.Ls for functional evaluations]. The processing time for simple evalua
tions becomes tp(se) = 28.6(N/n) J.LS. The processing time for functional 
evaluations becomes tp(fe) = 1144(N/n) J.LS. 

The processing time per active element (tp/N) as a function of the 
number of processors (n) in the multiprocessor simulator is plotted for 
simple and functional evaluations in Fig. 15. If there is only one 
processor, then the processing time per active element for one simu-

* Trademark of Intel Corporation. 
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Fig. I5-Processing time as a function of number of processors for functional and 
simple evaluations. 

lation cycle is tl(se)/N = 26 /ls for simple evaluations and tl(fe)/N = 1040 
/ls for functional evaluations. Note that the unbalance factor k does 
not apply when there is only one processor. 

The above analysis is done for n «N. For n < Nand n 2: N there 
will be one active element per processor in the best case and the 
processing time per active element will remain constant at t p = (a/N) 
for all values of n greater than N (see Fig. 15). Also if n 2: N and there 
is unbalance, then the value of k will be much larger. 

6.4 Communication time tc 

The value of tc will depend on the type of communication structure. 
Two types of communication structures will be considered here, a 
time-shared parallel bus and a cross-point matrix. 

To estimate tc for each case, first consider an element string yielded 
by the partitioning algorithm discussed previously (see Fig. 16). If f is 
the average fanout, one fanout line remains in the processor and f - 1 
fanout lines go out to elements in other processors except the end of 
the string, where all fanout lines go to elements in other processors. 
Let c be the average number of elements in one string. Normally, one 
element per string is active during a simulation cycle. Define two 
adjacent element strings as two strings with common interconnections. 
Assume that all adjacent strings are in separate processors. This will 
give the situation that requires most communication and therefore the 
fastest communication structure. The average number of communi
cation events generated by one active element during a simulation 
cycle that have to be sent over the communication structure is: 

e = [f + (c - l)(f - 1)]/c. 
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f-l f-l f-l 

Fig. 16-An element string. 

The typical value of f can be taken as 2 and for large circuits c is 
expected to be greater than 10. For f = 2 and c = 10, e will be equal to 
1.1. 

6.4. 1 Time-shared parallel bus 

Since the parallel bus is time-shared, the total communication time 
will be given by the time required to transmit one event multiplied by 
the number of communication events in a simulation cycle, i.e., N e. 
The time required to transmit one event will be the sum of bus request 
and grant time (tbrg), address and data setup time (tds) , data acknowl
edge time (tda), and bus release time (tbr). An expression for the total 
communication time is: 

te(bus) = (tbrg + tds + tda + tbr)(N)(e). 

The address and data-setup time (tds) is composed of propagation 
delay without capacitance (tpd) and capacitance delay (ted). These two 
parameters are functions of the bus length, which in turn will depend 
on the number of processors. If d is the distance between two proces
sors then the average distance an event has to be sent is (nd) /2. 
Typical signal delay without capacitance is 1 ns/foot and if d is 
assumed to be 0.5 foot, then tpd = 0.25n ns. Capacitance will cause an 
extra delay of about 3 ns/foot giving ted = 0.75n ns. The expression for 
te(bus) becomes: 

te(bus) = [n + (tbrg + tda + tbr)](N)(e) ns. 

Taking some typical values t brg = 100 ns, tda = 50 ns, tbr = 50 ns, and 
e = 1.1. The communication time per active element becomes: 

te(bus)/N = (LIn + 220) ns. 

This expression as a function of the number of processors in the 
multiprocessor simulator is plotted in Fig. 17a together with the 
expression for evaluation time per active element for simple evalua
tions and functional evaluations. Let tl be the length of the simulation 
cycle for a single-processor simulator and tm be the length of the 
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Fig. 17-Processing time and bus communication time considerations. 

simulation cycle for a multiprocessor simulator. The performance of 
the multiprocessor simulator is defined as the ratio of single-processor 
time to multiprocessor time: tdtm. The ratio of tl to tm is plotted in 
Fig. 17b for simple evaluations and in Fig. 17c for functional evalua
tions. 

From Fig. 17b it can be seen that for simple evaluations the ratio tl 
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to tm is maximum for tp(se) = tc(bus). For this condition, the multipro
cessor simulator gives best speed performance over the single-proces
sor simulator. The value for n is about 90 for this condition. Adding 
more processors will not speed up the simulator because the commu
nication time will be a bottleneck. 

Note also from Fig. 17b that for tc < tp the processing time is a 
bottleneck and processors can be added (as long as n « N) to speed 
up the simulation time. For tc > tp, the communication time is a 
bottleneck, and a faster communication structure has to be added to 
speed up the simulation time. For best case tc = tp and for further 
speed improvements, both faster processors (or more processors if n 
« N) and a faster communication structure must be added. 

It is worthwhile noticing that the communication activity will be 
slightly lower than the predicted activity for smaller values of n than 
for larger values, since the probability that two adjacent element 
strings will be in the same processor is higher for smaller values of n. 
An element string is as defined in the section on circuit partitioning 
(Section 6.1), and two adjacent element strings are two strings with 
common interconnections. This is not expected to have any significant 
impact on the above analysis. 

Figure 17 c shows that for functional evaluations the processing time 
will be a bottleneck and the time-shared parallel bus provides the 
required communication speed as long as n « N. 

A problem that may be encountered in the parallel bus structure is 
data skewing. The greater the number of lines on the communication 
bus, the greater the effect of data skew. Line conditioning in the form 
of bus extenders might be required for proper operation. Also, for large 
n, a hierarchical bus structure will be required for suitable operation. 

6.4.2 Cross-point matrix 

In a cross-point based communication structure, several processors 
can simultaneously send data to other processors. The total commu
nication time will be governed by the processor having the maximum 
data to be sent over the communication structure, i.e. (N/n)(k)(e) 
communication events. The time required to transmit one event will 
be the sum of the channel request and grant time (tcrg), delay incurred 
in transmission of message through matrix (tdm), and channel release 
time (tcr). Also when the processor asks to use the matrix, the desti
nation processor might be busy. This requires selecting another event 
for transmission and trying to resend the blocked event at a later time. 
Let j be the number of events for which the channel is found busy and 
trb be the time wasted in processing a blocked request. An expression 
for the total communication time is: 

tc(matrix) = [tcrg + tdm + t cr] (N /n)(k)( e) + (trb)( j). 
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Taking some typical values tcrg = 50 ns, tdm = 100 ns, tcr = 50 ns, k = 
1.1, trb = 50 ns, e = 1.1 and j = O.l(N/n) (the channel is found busy for 
10 percent of the transfer requests). The communication time per 
active element becomes: 

tc(matrix)/N = 247 /n ns. 

Comparing this value with tp(se)/N = 28.6/n IlS and tp(fe)/n = 1144/n 
Ils, it can be seen that the matrix will never cause a bottleneck in the 
multiprocessor simulator. 

It is interesting to note that since the matrix provides a high-speed 
communication structure, some inefficiency in the partitioning algo
rithm can be tolerated. For c = 1 (smallest possible average chain) and 
a worst-case average fanout of 5, e will be equal to 5 and tc(matrix)/N = 
1.105/n IlS. This value is still much less than the processing time for 
simple evaluations. 

Figure 18 shows the various processing and communication times. 
Once again, the above analysis has been done for n « N. For n < N 
and n :::: N the matrix communication time will remain constant. 

6.5 Comparisons 

Estimated values for tc and tp will now be derived. For realistic 
situations 1 « n « N. For a circuit with 100,000 elements, assuming 
2-percent activity per time frame, N will be 2,000. 

For simple evaluations and a parallel bus, the maximum value of n 
is 90. For n greater than 90, the performance goes down since the bus 
becomes a bottleneck. For n = 90 the length of the simulation cycle is 
tp(se)/N = 28.6/n = 0.32 IlS. The number of evaluations per, second 
becomes 3,125,000. This represents an increase by a factor of 100 over 
a traditional logic simulator (30,000 evaluations per second). The 
growth of the multiprocessor with parallel bus is restricted in the sense 
that this is the optimum performance and increasing the processors 
will not yield any further improvements. For modularity and greater 
performance, a matrix based communication structure is required for 
simple evaluations. With a cross-point matrix, the performance can be 
increased by increasing n as long as n remains much less than the 
activity N. With n = 256 and a cross-point matrix, the number of 
simple evaluations per second becomes 9,000,000. This represents an 
increase by a factor of 300 over the traditional logic simulator. For n 
= 512 and a cross-point matrix, the number of simple evaluations per 
second becomes 18,000,000. This represents an increase by a factor of 
600 over a traditional logic simulator. 

The speedup for functional evaluations with a time-shared parallel 
bus is of the same order. The maximum value of n in this case is 925. 
For n = 90, the speedup factor is 100 and for n = 256 the speedup 

2896 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



I
Z 
w 
::2; 
W 
-l 
W 

W 
> 
j::: _u g: 

1000 

~ ~ 100 
E-w 

::2; 
j::: 
(:J 

Z 
(j) 
(f) 
w 
U 
o 
0: 
"-

I
Z 

10 

~ 1.0 
w 
-l 
W 

W 
> 
j::: 
~ 0.32 

-;;;-0: 

~~ 

~~ 
~(,) ~ 0.1 

z 
o 
j::: 
« 
u 
z 
:J 
::2; 
::2; 
o 
u 

t, (fe)/N = 1040 

tc(bus)/N 

0.01 _'---~","--.J-_.J-_-L--L--L-_-L-_-L-_...l....-_...l...-_...J 
60 80 90 100 120 140 160 180 200 

n (NUMBER OF PROCESSORS) 

Fig. 18-Comparison of various communication times and processing times. 

factor is 300. However, smaller values ofn will be used in practice since 
the activity will be much lower for functional evaluations. 

If slightly lower performance can be tolerated, then a nonmicropro
grammable microprocessor can be used. For the Intel 8086, the ele
ment-evaluation time becomes a = 181.5 IlS. For a parallel bus, the 
value of n for optimum performance is 320. The number of simple 
evaluations per second becomes 1,600,000, an increase in performance 
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of 53 over a traditional logic simulator. Once again, however, this is 
the best performance that can be obtained using the parallel bus. 
Using a cross-point matrix with n = 512, the speed up over the 
traditional logic simulator is 90. 

VII. ARCHITECTURE CHOICE 

It is seen from the previous section that a cross-point matrix is 
preferable for simulating a circuit containing simple elements. A time
shared parallel bus can be used for simple evaluations, but a speed 
penalty will be incurred and modularity will be lost. A time-shared 
parallel bus is sufficient for functional evaluations. A combination of 
the cross-point matrix and parallel bus can be used to simulate circuits 
containing both simple and functional elements. 

For both simple evaluations and functional evaluations, a commu
nication structure consisting of both a cross-point matrix and a time
shared parallel bus will prove cost effective. For transferring data 
between the cross-point matrix and the parallel bus a Bus Interface 
Unit (BIU) is required. The configuration of the BIU is shown in Fig. 
19. 

Data sequencer 1 transfers data from functional evaluators con
nected to the parallel bus to the simple evaluators and the master 
connected to the cross-point matrix. The data sequencer receives 
signal information and data from the parallel bus and transforms it for 
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Fig. 19-Interface between parallel bus and cross-point matrix. 

2898 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



suitable transmission over the cross-point matrix. The parallel data 
received from the bus is transferred serially over the matrix. 

Data sequencer 2 sends data from the cross-point matrix to the 
parallel bus. The serial data received from the cross-point matrix is 
transferred to parallel data for suitable transmission over the parallel 
bus. 

VIII. PERFORMANCE ANALYSIS 

The effect of varying various parameters on the performance of the 
multiprocessor is considered in this section. The analysis so far has 
been done using average values. The performance of the multiproces
sor will be affected to some extent by variations in various parameters. 
The processing times tp(se) and tp(fe) are functions of N, n, k and a. The 
communication time for bus tc(bus) is a function of N, n, f, c. The 
communication time for matrix tc(matrix) is a function of N, n, k, f, c. 
The effect of variations in some of these parameters on performance 
of the logic simulator will be investigated. 

8. 1 Effect of changes in circuit activity N 

8. 1.1 Bus architecture 

8.1.1.1 Simple evaluations. As seen from Fig. 20a, if activity N 
increases then tp(se) and tc(bus) increase proportionately. The operating 
point shifts from (1) to (2) for increasing values of N. This means that 
the length of the simulation cycle for the proposed simulator will 
increase by the same percentage that N increases. In the case of a 
single processor simulator, the simulation cycle will also increase by 
the same percentage. The performance index of the multiprocessor 
simulator (in terms of single processor time to multiprocessor time 
ratio) is not affected by the circuit activity, N (Fig. 20b). 

8.1.1.2 Functional evaluations. The processing time of the multipro
cessor simulator [tp(fe)] is proportional to the processing time for simple 
evaluations [tp(se)] by a slow-down factor of between 30 and 50. The 
analysis for simple evaluations done above, therefore, also applies for 
functional evaluations (i.e., the performance index of the multiproces
sor simulator is not affected by circuit activity). 

8.1.2 Matrix architecture (simple evaluations) 

Since the processing time [tp(se)] and matrix communication time 
[tc(matrix)] are both proportional to N, they will increase by equal 
proportions. The length of the simulation cycle is governed by tp(se) 
and the performance index (single processor to multiprocessor time) is 
given by tdtm = (Na)/[(N/n)ka] = n/k. Once again this value is 
independent of N and the performance index of a multiprocessor 
simulator with matrix architecture is not affected by circuit activity. 
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Fig. 20-Effect of changes in circuit activity. (a) Processing time (simple evaluations) 
and bus communication time for different values ofN. (b) Performance variation for (a). 

8.2 Effect of partitioning: variations in k 

8.2. 1 Bus architecture 

8.2. 1. 1 Simple evaluations. The factor k represents the increase in 
activity in a processor, over the average N/n, due to non-ideal parti
tioning. An increase or decrease in k changes tp(se) in proportion but 
does not affect tc(bus). As seen from Fig. 21a for k = 1.1, the operating 
point is at (1) with n = 90. If k increases then the operating point 
moves to (2). The length of the simulation cycle increases in proportion 
to the increase in k. Since the length of the simulation cycle for the 
single-processor simulator is not affected by k, the multiprocessor 
performance index goes down. For n = 90, the performance index of 
the multiprocessor goes down from 82 to 64 as k increases from 1.1 to 
1.4. 

If the multiprocessor simulator is designed for a higher value of k, 
then the number of processors required for maximizing the perform-
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ance index is greater than 90 and the maximum performance index 
decreases as k increases. This is shown by points (1) and (3) in Fig. 
2Ib. For a multiprocessor simulator designed for k = 1.1, the maximum 
performance index IS 82 for n = 90. If the multiprocessor is designed 
for k = 1.4, the maximum performance index is 77. 

B.2.1.2 Functional evaluations. For functional evaluations, the curves 
for tp(fc) and tc(bus) meet for a large value ofn (= 925). The length of the 
simulation cycle will be governed by the processing time. Figure 2Ic 
shows that for n = 100, the operating point will move from (1) towards 
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(2) as k increases from 1.1 to 1.4. Thus, the length of the simulation 
cycle will increase. The increase will not affect the single-processor 
simulator since its simulation cycle is not affected by k. Thus, the 
overall performance index will decrease as the activity increases. The 
performance index decreases from 91 to 71 as k increases from 1.1 to 
1.4 for n = 100 (see Fig. 21d). 

If the multiprocessor is designed for a higher value of k, then the 
number of processors required to maintain the performance index 
constant goes up. For example, for k = 1.1 and n = 100 the performance 
index is 91. If the simulator is to be designed for k = 1.4, then 127 
processors are required to maintain the performance index at 91. 

8.2.2 Matrix architecture (simple evaluations) 

Once again, the processing time [tp(se)] and matrix communication 
time [tc(matrix)] are proportional to k. The processing time will determine 
the length of the simulation cycle regardless of the value of k. This 
case is similar to that in the previous section for functional evaluations 
and a parallel bus (Section B.2.1). The overall performance index will 
go down as the activity increases. Also if the multiprocessor is designed 
for a higher value of k then the number of processors required to 
maintain the performance index constant goes up. 

8.3 Effect of partitioning: variations in c 

8.3.1 Bus architecture 

B.3.1.1 Simple evaluations. Variations in c, the average number of 
elements per element string, will affect the bus communication time 
tc(bus). A decrease in c will increase the bus communication time. Figure 
22a shows that the operating point moves from (1) to (2) as the value 
of c decreases from 10 to 1. For a constant number of processors and 
a decreasing c, the communication time may become a bottleneck. The 
length of the simulation cycle will increase and the performance index 
will go down. 

If the simulator is designed for smaller values of c, the number of 
processors required will be smaller but the maximum performance 
goes down [operating point (3) in Fig. 22b]. 

B.3.1.2 Functional evaluations. For functional evaluations, the proc
essing time is a bottleneck. The worst-case value of c is one (i.e., chains 
of length one). Even for this case the curves for tp(fe) and tc(bus) meet for 
a large value of n (= 663). Thus, the simulator for functional evalua
tions is not affected by c (typical value of n is 100) . 

. B.3.2 Matrix architecture (simple evaluations) 

As noted at end of Section 6.4.2, the processing time tp(se) will still be 
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Fig. 22-Effect of partitioning: variations in c. (a) Processing time (simple evaluations) 
and bus-communication time for different values of c. (b) Performance variation as 
affected by changes in c for (a). 

a bottleneck for worst-case value of c = 1. Thus, the performance of 
the simulator with a matrix is not affected by variations in c. 

8.4 Effect of variations in fanout, f 

8.4.1 Bus architecture 

8.4.1. 1 Simple evaluations. An increase in f will increase the bus 
communication time tc(bus). The processing time will not be affected by 
changes in f. Figure 23a shows that the operating point moves from (1) 
to (2) as fanout increases. Running circuits with larger fanout on a 
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bus-communication time for different values of f. (b) Performance variation as affected 
by changes in f for (a). (c) Processing time (functional evaluations) and bus-communi
cation time for different values of f. (d) Performance variation as affected by changes in 
f for (c). 

simulator designed to operate with an average fanout of 2 will cause 
the communication time to become a bottleneck. Since the processing 
time does not change, the performance index of the simulator will 
decrease. Similarly, if a simulator is designed for larger fanout its 
maximum performance index would be less than that of a simulator 
designed for a smaller number of fanout. (See Fig. 23b.) 
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8.4.1.2 Functional evaluations. The simulator for functional evalua
tions is sensitive to changes in f. As seen from Fig. 23c, for n = 100 and 
f> 39 the communication time becomes a bottleneck and the perform
ance index of the simulator goes down. The maximum performance 
index of the simulator is also lower for higher fanout. For large fanout, 
the communication time becomes a bottleneck for functional evalua
tions and a matrix may have to be used. 

8.4.2 Matrix architecture 

8.4.2.1 Simple evaluations. For an average fanout of 2, the processing 
time is a bottleneck. As the fanout increases, the curves for tp(se) and 
tc(matrix) approach each other. The communication time becomes a 
bottleneck for f > 128. This is an unrealistically large value and will 
not occur in practice. 

8.4.2.2 Functional evaluations. The effect on functional evaluations 
is the same as discussed above, but f> 5,100. 

IX. SUMMARY 

The architecture of a multiprocessor simulator has been presented. 
The speed/performance ratio of the simulator is expected to be greater 
than two orders of magnitude compared to traditional simulation 
methods implemented on general-purpose computers. The power of 
the simulator can be increased over a certain range by increasing the 
number of slaves. Also the cost of the CPU time should be much lower 
than that obtained from general-purpose computers. 

The architecture presented in this paper is expected to be faster 
than those of Barto and Szygenda, and Abramovici et al. The Y ork
town Simulation Engine (YSE) built by IBM is reported to be faster 
than the architecture presented here, but the cost of the machine 
would be substantially higher since it uses special-purpose hardware. 
The architecture presented here and the YSE both try to take advan
tage of logic circuit concurrency to improve simulation performance. 
Unlike the YSE, our architecture implements event-driven simulation 
and is applicable to simulation with arbitrary delays at both gate and 
functional levels. Further work to be done includes detailed comparison 
of the various architectures in terms of performance and cost. 

The application of the multiprocessor simulator to fault simulation 
is being investigated at the present time. 
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APPENDIX A 

Partitioning Algorithm 

A way to partition the logic circuit is to first generate and assign 
element strings to blocks, where an element string is as defined in 
Section 6.1. The next step is to balance the load (number of elements) 
in the blocks such that all blocks have approximately the same number 
of elements. Note that the elements have to be ordered according to 
levels prior to partitioning of the logic circuit. The partitioning algo
rithm is detailed below: 

A. 1 Generate and assign strings 

l.i=O 
[N ote: ai is the block to which assignments are currently being 
made.] 

2. Select an unmarked element whose fanins have all been assigned 
previously to blocks other than ai. Call the selected element es • If 
there is no such element and there are still some unmarked 
elements, go to step 6. If all elements are marked, go to algorithm 
A.2 (Load Balancing). 
[N ote: Primary inputs can be treated as elements whose fanin has 
been previously assigned to blocks other than ai.] 

3. Assign the selected element es to block ai and mark es • 

4. If any fanout ek of es is in ai, go to 6. 
[N ote: If a fanout element has been previously assigned to the 
current block ai, then assigning another fanout element to the 
current block will require sequential processing of two ele
ments.] 

5. If there is an unmarked fanout ek of es such that no fanin (ek) 
(except es ) is in ai, 
then: (a) s = k 

(b) Go to step 3. 
[N ote: If all of the fanout elements have been assigned to some 
other blocks, then the string cannot be extended. Note that 
primary outputs can be treated as being assigned to a null 
block.] 

6. (i) i = (i + 1) (modulo n) 
(ii) Go to step 2. 

A.2 Balance load 

1. Total the number of elements in each block. 
2. amax = block with most elements 

amin = block with fewest elements 

2906 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



BLOCK BLOCK 

A 

B 

C 

(b) (C) 

Fig. 24-Partitioning example. (a) Logic circuit to be partitioned. (b) String assign
ments before load balancing. (c) String assignments after load balancing. 

emax = number of elements in amax 
emin = number of elements in amin 

3. If (emax - emin) < [(total number of elements)/n]O.l, stop. 
[Note: If the maximum unbalance is less than 10%, stop.] 

4. Select string Si in amax such that length (Si) < emax - emin. 
5. Move string Si to block amino 
6. If (emax - emin) < [(total number of elements)/n]O.l, go to step 4. 

Else: Go to step 2. 
As an example, consider the circuit in Fig. 24 to be partitioned into 

three blocks. The blocks and strings are then assigned as shown while 
looping through steps 2 through 6 in Section A.l. Note that element 4 
is not assigned to block A since the fanout element 5 is already in block 
A (step 4 in Section A.l.). At end of load balancing element 4 will be 
assigned to block C. 

Note that zero delay elements are not considered in the algorithm. 
Any zero delay element and all of its fanouts must be in the same block 
of the partition. 
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APPENDIX B 

Glossary 

BIU - Bus Interface Unit. 
CPU-Central Processing Unit (part of the master unit). 
EOD-End of Data (flag). 
IDS-Input Data Sequencer. 
IFB-Input FIFO Buffer. 

Lt-Current list of timing wheeL 
N-Average number of active elements per simulation cycle. 

ODS-Output Data Sequencer. 
OFB-Output FIFO Buffer. 
RTS-Request to Send line. 

RTSM-Request to Send to Master. 
PU-Processing Unit. (Part of a slave unit) 

a-Time required to process one active element. 
ai-A block of a partitioned circuit. 

bij-Signal connections between blocks ai and aj. 
c-Average number of elements in an element string. 
ci-Subcircuit located in processor Pi. 
dij-Data path between processors Pi and pj. 

f-Average fanout of an element. 
k-Imbalance factor owing to non-ideal partitioning. 
n-Number of processors in the multiprocessor simulator. 
Pi-Processor in multiprocessor simulator. 
t1-Length of simulation cycle for a single processor simulator. 

tl(fe)-Processing time during one simulation cycle with single 
processor (functional evaluations). 

tl(se)-Processing time during one simulation cycle with single 
processor (simple evaluations). 

tbr-Bus release time for a parallel bus structure. 
tbrg-BUS request and grant time for a parallel bus structure. 

te- Total communication time during one simulation cycle. 
te(bus)-Total communication time during one simulation cycle for a 

parallel bus structure. 
te(matrix)-Total communication time during one simulation cycle for a 

matrix structure. 
ted-Capacitance delay portion of address and data setup time, 

tds. 
ter-Channel release time for a matrix structure. 

terg-Channel request and grant time for a matrix structure. 
tda-Data acknowledge time for a parallel bus structure. 
tdm-Delay incurred in transmission of message through matrix. 
tds-Address and data setup time for a parallel bus structure. 
tm-Length of simulation cycle for a multiprocessor simulator. 
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tp-Average processing time per processor during a simulation 
cycle, where average processing time consists of the time 
required to process all active elements and schedule resulting 
events. 

tp(fe)-Average processing time per processor during one simulation 
cycle for functional evaluations. 

tp(se)-Average processing time per processor during one simulation 
cycle for simple evaluations. 

tpd-Propagation delay portion (without capacitance) of tds. 
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The Limit of the Blocking As Offered Load 
Decreases With Fixed Peakedness 

By P. J. BURKE 

(Manuscript received April 14, 1982) 

For a simple overflow process (SOP) with intensity a and fixed 
peakedness z offered to a blocking system with N trunks, it is shown 
that the blocking approaches (1- liz) N as a approaches zero. Further, 
for N > 1 and a sufficiently small, it is shown that the blocking 
increases as a decreases, while for N = 1 the blocking decreases 
monotonically. This result is helpful in restricting the range of use of 
algorithms based on simple overflow processes; for N > 1 when 
blocking less than the limit is encountered, nonmonotone behavior of 
the blocking function can be expected as the offered load is reduced. 
The present result is closely related to one of A. A. Fredericks, who 
found that the peakedness of the overflow from N trunks offered an 
SOP with intensity a and fixed peakedness z approaches z as a 
approaches zero. To give an intuitive explanation of Fredericks' 
result and the present one, it is shown that both would follow if the 
SOP asymptotically behaves as a thin batch process in which the 
batch size has a geometric distribution. 

I. INTRODUCTION 

A blocking system is a trunk group with no queueing; when an 
arriving call does not find an idle trunk immediately, it overflows from 
the system. Every trunk group mentioned here is assumed to be a 
blocking system and to have independent exponential service times 
with unit mean. Also, statistical equilibrium is always assumed. If the 
arrival stream to a trunk group is Poisson, the stream of overflow calls 
is termed a simple overflow process (SOP). An SOP is characterized 
by two parameters; generally, these are taken to be the intensity and 
peakedness, denoted here as a and z, respectively. (We follow Fred
ericks l for terminology and notation as well as for proofs or references 
not given here.) 
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A trunk group with SOP input is the model underlying the Equiva
lent Random method2 of sizing trunk groups that carry traffic whose 
peakedness is greater than unity. Algorithms based on the Equivalent 
Random method, or on approximations to it, are used to relate trunk
group size to the parameters of the input traffic to achieve a given 
probability of blocking (blocking). When these algorithms iterate on a, 
with z (and possibly other parameters) fixed, to achieve a low blocking 
on a given trunk group, they have been found sometimes not to 
converge, most prominently for large values of Z.3 This will certainly 
happen if there exists a minimum blocking, over all values of a, for the 
given values of the other parameters, and the target blocking is less 
than this minimum. An algorithm may fail also if it requires that the 
blocking be a monotone function of a when relevant values of a are in 
a region where this function is nonmonotone. If the blocking has a 
positive limit as a approaches zero and also has a unique minimum, 
one can avoid algorithmic failure owing to these causes by avoiding 
blocking values less than the limit, or at least treating them with 
caution. In what follows we find the limit of the blocking as a decreases 
to zero, which is positive for z greater than unity; and, although we do 
not prove the uniqueness of the minimum, we show that the limit is 
approached from below for all trunk groups with more than one trunk. 

II. THE LIMIT OF THE BLOCKING 

When an SOP is offered to a group of N trunks, the blocking on this 
group is denoted as B(N, a, z). When the offered stream is Poisson, 
the blocking is written B(N, a), given by the well-known formula 

B(N, a) ~ e-aaN I i oo 

e-xxNdx, 

~ (aNIN!) Ii aili! 

for N integraL 
The following is true: 

For z fixed, lim B (N, a, z) = (1 - II Z)N. (1) 
a ...... 0 

To prove (1) we note that there exist a Poisson load A and a 
(nonintegral) number of trunks T such that 

a = AB(T,A) 

z = AI (T + 1 + a - A) + 1 - a, (2) 

in which case 

B(N, a, z) = B(T + N, A)IB(T, A). (3) 
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Because the case of N integral is particularly simple, we treat it 
separately. Since B(T, A) is continuous (in both arguments), and as a 
decreases to zero, T increases monotonically without limit (for fixed 
z> 1), we can find a decreasing sequence of values of a for which Tis 
integral; and thus for the present we treat T as an integer without 
further comment. 

From (3) and using the formula for B(T, A), after a little simplifi
cation, 

B(N, a, z) = AN / {(T + l)'N) [ 1 + a i Ai-l/(T + l)'i)J}, (4) 
where T i

) = T(T + 1) ... (T + i-I). 
For the case N = 1, we show that B (N, a, z) strictly decreases to its 

limit 1 - l/z as a ~ O. From (4), 

B(I, a, z) = A/{(T + 1)[1 + a/(T + I)]} 

= A/(T + 1 + a). (5) 

From (2), we obtain 

A/(T + 1 + a) = 1 - 1/(z + a). (6) 

From (6) it is clear that B(I, a, z) strictly decreases to 1 - l/z as 
a ~ O. Furthermore, we note from (6) that 

A/(T+ 1) ~ 1-I/z. (7) 

From (4), using (7), 

B(N, a, z) -- [A/(T + 1)]N ~ (1 - l/z)N. (8) 

III. ASYMPTOTIC BEHAVIOR OF THE BLOCKING 

In this section, the requirement that N be integral is relaxed, and we 
investigate the magnitude of B(N, a, z) in the neighborhood of its 
limit. 

For real N we write 

ANT! 
B(N, a, z) = (T + N)! 

1 foo 
(T + N)! A e-xxT+Ndx 

Q[2AI2(T + 1)] 

Q[2A12(T + N + 1)]' 
(9) 

where Q = Q(x2
1 v) is the complementary X2 distribution function (dJ.) 

with v degrees of freedom. 
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Since A/(T + 1) ~ 1 - I/z for a ~ 0, both X2 d.f.'s will approach 
unity. An estimate of the rapidity of this approach will be needed 
below. First, 

1 - Q[2A12(T + 1)] - P(x), 

where 

x = (A - T - 1) / JT + 1 

and P(x) is the standard normal d.f.4 Also, P(x) = Q(-x), where Q(x) 
is the complementary normal d.f., and it is known5 that 

Q(x) -- I/(xJ2";)exp(-x 2/2) 

= o{I/( J2";)exp[ -(T + 1 - A)2/2(T + I)]} = o(T-" ) 

for any finite k. Since we will be interested in expanding log B (N, a, z) 
only as far as infinitesimals of order T-t, the X2 d.f.'s in (9) can be 
ignored. If we use Stirling's formula and (7), 

B(N, a, z) -- A NTT+l/2e-T/[(T + N)T+N+l/2e-(T+N)] 

__ (A/T)N/[(I + N/T)T+N+l/2e-N] 

-- (1 - I/z)N(I + I/T)N/[(I + N/T)T+N+l/2e-N]. (10) 

Also, 
log B(N, a, z) -- log(I - 1/ Z)N + N log(I + I/T) 

- (T + N + 1f2)log(l + N/T) + N 

- log(I - I/z)N - (N2 - N)/2T. (11) 

Therefore, for N > 1, B(N, a, z) increases to its limit, (1 - I/z)N, for 
sufficiently small a. This indicates that the dip in the load-blocking 
curves for fixed z shown in Ref. 6 (pages 30 to 32) exists for every 
N>1. 

IV. AN ASYMPTOTIC STRUCTURAL CONJECTURE 

To provide some intuitive understanding of his result that the 
peakedness of the overflow from N trunks approaches z as a ~ 0, 
Fredericks says, "That is, by fixing z and letting a ~ 0 we are charging 
the 'structure' of the process to one that is 'infinitely bunchy'. " In an 
attempt to extend the provision of intuitive understanding of Freder
icks' result and the present result, a conjectural structure is heuristi
cally developed below for an SOP with a infinitesimal and z fixed. 

Overflows from the equivalent group of T trunks, which constitute 
the SOP, occur only when that group is busy. The mean length of a 
busy period is liT and the mean number of overflowing calls during a 
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busy period is A/T ~ 1 - 1/ z. With the mean time between overflows 
becoming infinite, the mean time between busy periods, or clusters of 
busy periods, must also become infinite. Thus, the SOP will consist of 
clusters of calls occurring during infinitesimal intervals (random num
bers of closely spaced busy periods) separated by intervals that become 
infinitely large. The limiting structure appears to be that of a "thin" 
batch process. 

Since we are concerned with the peakedness, we assume that the 
SOP is offered to an infinite trunk group and define the random 
variable X as the number of busy trunks at an arbitrary instant on 
such a group. We define a thin process as any call arrival process with 
an infinitesimal parameter "A, for which the generating function of the 
distribution of X may be written 

G(s) = 1 - A Loo 

(I - p(e-'s + 1 - e-')}dt + O(A). (12) 

in which f3 is a probability generating function on the positive integers. 
(The generalization to other service-time d.f.'s is apparent.) The fac
torial-moment generating function corresponding to G(s) is 

F(s) = 1 - A r (1- p(e-'s + l)}dt + O(A). (13) 

and what might be called the factorial-cumulant generating function 
IS 

log F(s) = -A r (l - p(e-'s + l)}dt + O(A). (14) 

Since the factorial cumulants bear the same relation to the factorial 
moments that the ordinary cumulants do to the ordinary moments, a 
comparison of (13) and (14) shows that for a thin process the cumulants 
are the same as the corresponding moments up to infinitesimals of 
higher order. 

The mean of X is 

m = "Abi + 0("A), (15) 

where bi is the mean batch size. The second factorial moment of X, 
from (13) or (14), is "Ab2/2 + 0("A), where b2 is the second factorial 
moment of the batch size. Hence, the peakedness of a thin SOP is 

z = b2/2bI + 1 + 0(1). (16) 

If the probability of a batch of size x is pqX-\ q = 1 - p, x = 1, 
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· .. , then the probability that the batch size is N + x, given that it is 
at least N + 1, is 

pqr+N-l/i~O pqN+i = pqr-l (17) 

(the "lack of memory" of the geometric distribution). Since a thin 
input process results in a thin overflow process and since the peaked
ness of a thin process depends only on the batch-size distribution, 
Fredericks' result would follow if the SOP asymptotically is a thin 
geometric-batch process. 

The first two factorial moments of a geometric distribution with no 
mass at zero are bl = lip, b2 = 2q Ip2. Hence, 

p = liz, 

where, as in the following, infinitesimals are dropped. Next, we find 
the blocking met by a thin geometric-batch process offered to N 
trunks. Since asymptotically all the blocking derives from intra-batch 
interference, this is given by 

00 N+i-l N + i i 
B =p " q i7:1 . lip . N + i' (18) 

in which the last factor on the right-hand side is the conditional 
blocking probability, given that the call arrives in a batch of size 
N + i. The other factors together give the probability of such an 
arrival. (For a discussion see Ref. 7.) 

Hence, 

B = p2q N L iqi-l 

i=l 

= qN = (1 - Ilz)N, 
which is known to be correct. 

REFERENCES 

(19) 

1. A. A. Fredericks, "Congestion in Blocking Systems-A Simple Approximation 
Technique," B.S.T.J., 59, No.6 (July-August 1980), pp. 805-27. 

2. R. I. Wilkinson, "Theories for Toll Traffic Engineering in the U.S.A.," B.S.T.J., 35, 
No.2 (March 1956), pp. 421-514. 

3. T. E. Ahern, unpublished results. 
4. M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, U.S. 

Government Printing Office, 9th Printing (November 1970), Section 26.4.11. 
5. Ibid, Section 26.2.12. 
6. R. I. Wilkinson, Nonrandom Traffic Curves and Tables, Bell Laboratories, August 

1970. 
7. P. J. Burke, "Delays in Single-Server Queues with Batch Input," Oper. Res., 23, No. 

4 (July-August 1975), pp. 830-33. 

2916 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



Copyright © 1982 American Telephone and Telegraph Company 
THE BELL SYSTEM TECHNICAL JOURNAL 

Vol. 61, No. 10, December 1982 
Printed in U.S.A. 

TV Bandwidth Compression Techniques Using 
Time-Companded Differentials and Their 
Applications to Satellite Transmissions 

By K. Y. ENG and B. G. HASKELL 

(Manuscript received December 21, 1981) 

This paper describes various methods to compress the bandwidth 
of a National Television System Committee (NTSC) color TV signal. 
The methods are based on taking differences between adjacent or 
successive scan lines and then performing time companding on these 
differential signals. In the three specific methods outlined, a 4.2-MHz 
TV signal can be bandwidth-reduced to 3.34 MHz, 2.9 MHz, and 2.5 
MHz, respectively, without loss of picture quality. When these tech
niques are used with time-compression multiplexing in satellite trans
missions, high spectral efficiency can be obtained. Examples are 
shown where the transmission of two or three broadcast-quality TV's 
per 36-MHz transponder are possible with existing technology. 

I. MOTIVATION 

There has been considerable interest in recent years in transmitting 
two or more broadcast-quality TV signals through a single satellite 
transponder (usable bandwidth of 36 MHz). The difficulties of doing 
this with the conventional frequency-division-multiplexing (FDM) ap
proach are due to the effect of transponder nonlinearities such as 
intermodulation and intelligible cross talk. To alleviate these problems, 
time-compression multiplexing (TCM) can be employed whereby the 
scan lines from different, but synchronized, TV signals can be time 
compressed and time multiplexed into the duration of an ordinary 
scan line for transmission via a single frequency-modulated (FM) 
carrier. The concept of TCM is not new,I,2 but the recent commercial 
availability of fast analog/digital (A/D) converters, digital/analog 
(D / A) converters, charge-coupled devices (CCD), and memory devices 
makes it economically feasible for implementation. The bandwidth 
efficiency of TCM/FM outweighs that, of FM/FDM whenever time 
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division between different signals can be achieved more efficiently 
than frequency division. In the case of satellite transmission, this is 
generally true. Therefore, TCM is advantageous from both viewpoints 
of avoiding transponder nonlinearities and achieving higher spectral 
efficiency. 

Haske1l3 recently demonstrated that a differential signal derived 
from two adjacent or successive scan lines of a National Television 
System Committee (NTSC) color TV has significantly lower band
width occupancy than the original 4.2-MHz composite signal. When 
this differential signal technique is used in combination with the 
concept of TCM, i.e., time companding (time compression or expan
sion), significant bandwidth compression on a TV can be obtained (see 
Sections II and III). When TCM is further exploited by application to 
different bandwidth-compressed TV signals, high spectral efficiency 
can be obtained in a satellite link. We discuss examples illustrating 
this idea in Section IV, where examples for two or three TV's per 
transponder are shown. Since all the techniques discussed are easy to 
implement with existing hardware, we conclude with an encouraging 
outlook into the foreseeable future when multiple high-quality TV 
transmissions through a single satellite transponder may become pos
sible. 

II. LINE AND FIELD DIFFERENTIAL SIGNALS 

NTSC color TV pictures have an interlacing scan pattern whereby 
the scan lines are presented in the order of the odd-number lines (the 
odd field) first, followed by the even-number lines (the even field). The 
bandwidth of such a TV signal is assumed to be 4.2 MHz. A block 
diagram for generating a line differential signal is shown in Fig. l. 
Consider an odd field where the scan lines are labeled 1, 3, 5, and so 
on. As line 1 arrives, it is stored. As line 3 arrives, it is stored while line 
1 is read out simultaneously. When line 5 arrives, an output is formed 

LIN 
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Fig. I-Generation of a TV signal with line differentials. 
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consisting of line 3 minus some average of lines 1 and 5. This output 
is called a line differential signal. The operation is carried out for all 
subsequent lines. Therefore, the output of the line differential gener
ator as shown in Fig. 1 consists of alternate lines of the original signal 
and a line differential signal. This composite output has a bandwidth 
of 4.2 MHz. However, if only the line differential signal is considered, 
its bandwidth can be reduced to 3 MHz without affecting picture 
quality.3 

A block diagram illustrating the generation of a field differential 
signal is shown in Fig. 2. The scan pattern of the input TV signal is 
first changed from interlacing to sequential, i.e., line 1, line 2, line 3, 
... and so on. In doing so, there is at least a delay of one field for the 
signal. This sequential signal is processed as follows: As line 1 arrives, 
it is simultaneously stored and read out. When line 2 arrives, the 
difference between lines 1 and 2 is taken and is output in the duration 
following line 1. This difference signal is called the field differential 
signal because it is derived from two adjacent lines of two successive 
fields. The same operation is repeated for all successive pairs of input 
(sequential) lines. The resulting composite output consists of alternate 
lines of the original input signal and a field differential signal. This 
composite output again has a bandwidth of 4.2 MHz. If the field 
differential signal is considered by itself, the bandwidth can be reduced 
to 2 MHz without affecting picture quality.3 

It should be pointed out that there are several ways to derive a line 
(or field) differential signal. One way is to take the difference between 
the current line and the average of the preceding and succeeding lines. 
This would, of course, involve more than a two-line memory, and 
hence, an additional delay. We digress from the detailed discussion on 
how to take these line and field differences. 
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Fig. 2-Generation of a TV signal with field differentials. 
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III. BANDWIDTH COMPRESSION USING TIME COMPANDING 

As we mentioned previously, it is straightforward to implement time 
companding (time compression or expansion) with readily available 
AID and D I A devices (or CCD). The use of time companding in 
combination with the differential signals described in the preceding 
section can lead to significant bandwidth reduction in the TV signal. 
For instance, using time companding and the line differential signal 
the TV bandwidth can be reduced to 3.31 MHz. Similarly, it can be 
reduced to 2.9 MHz with the field differential signal, and to 2.5 MHz 
with the line plus field differential signals. Various ways to achieve 
these reductions are discussed below. 

3. 1 Line differential signal 

For simplicity, let us restrict our attention to a pair of successive 
scan lines at the output of a line differential generator, say the intervals 
(0, T) and (T, 2T), where T is a scan line duration. As shown in Fig. 
3, the interval (0, T) contains the originaI4.2-MHz signal; the interval 
(T, 2T) contains the 3-MHz line differential signal whose horizontal 
blanking interval (about 17 percent of T) is identically zero and need 
not be transmitted. We perform a time expansion on the line (0, T), 
resulting in an output in the interval (0, T'), T' > T (neglecting actual 
delay for simplicity); and we perform a time compression on the input 
(T, 2T), resulting in an output (T', 2T). The time expansion factor a 

and compression factor /3, both >1, are chosen such that the band
widths of the signals in the output intervals (0, T') and (T', 2T) are 
equal. This can be written mathematically as 

fl 
- = Ph, (1) 
a 

where fl and f2 are the maximum frequencies of the signals in the input 

o \ T 1 
2T 

3.34MHz 

o 2T 

Fig. 3-Time companding of a line differential signal in (0, T). 
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intervals (0, T) and (T, 2T), respectively. Since the. expanded and 
compressed line lengths are assumed to add up to 2T, we have another 
constraint on a and f3: 

or 

T 
0.83T T 

a +--=2 
f3 ' 

0.83 
a+ p =2. (2) 

Solving (1) and (2) with fl = 4.2 MHz and f2 = 3 MHz, we obtain 
a = 1.255 and f3 = 1.115. The bandwidth of the time companded output 
is given by (1), i.e., 

fmax = f3f2 = 3.34 MHz. (3) 

Therefore, the final output consists of successive pairs of scan lines. 
Within each of these pairs, one is a time-expanded version of the 
original line, and another is a time-compressed version of the line 
differential signal, resulting in a bandwidth reduction from 4.2 MHz to 
3.34 MHz. Reconstruction of the original is accomplished by the 
inverse of the above operation. 

3.2 Field differential signal 

It is obvious that the above bandwidth reduction technique can also 
be used with the field differential signal in place of the line differential 
signal. The mathematical descriptions are the same, i.e., (1) and (2) 
also hold. With fl = 4.2 MHz and fz = 2 MHz, we obtain a = 1.433 and 
f3 = 1.465. The maximum frequency of the final time-companded 

o T 2T 

\ \ 
29~ 2.9MH' 

~ 
o 2T 

Fig. 4-Time companding of a field differential signal in (0, 2T). 
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output is (see Fig. 4) 

{max = Ph = 2.9 MHz. (4) 

The use of the field differential signal thus reduces the TV bandwidth 
from 4.2 MHz to 2.9 MHz. 

3.3 Line plus field differential signals 

Further bandwidth reduction is yet possible with a combination of 
line plus field differential signals. We first convert the scan pattern of 
a 4.2-MHz input TV signal from interlacing to sequentiaL For easy 
understanding, we visualize that this sequential TV signal is to be 
processed by two tandem processors, say I and II (see Figure 5). 
Processor I works as follows: As line 1 arrives, it is simultaneously 
stored and read out. When line 2 arrives, a field differential signal 
derived from lines 1 and 2 is read out in the duration following line 1. 
This field differential signal can be bandlimited to 2 MHz without 
affecting picture quality, as previously mentioned, and its horizontal 
blanking interval (about 17 percent) is again not transmitted. As line 
3 arrives, a line differential signal is taken for output. The line differ
ential signal has a bandwidth of 3 MHz, and its horizontal blanking 
interval is not transmitted. When line 4 arrives, the field differential 
signal derived from lines 3 and 4 is read out. These operations in four 
consecutive line durations are repeated for all subsequent lines. As a 
result, processor I output consists of 4-line blocks, each of which 
contains a line of the original signal, a field differential signal, then a 
line differential signal, and finally another field differential signal. 
Within each of these 4-line blocks, processor II performs either time 
compression or expansion to each of the lines in a manner similar to 
that discussed above, so as to equalize the resulting bandwidths of the 
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Fig. 5-Generation of a TV signal with line and field differentials. 
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four lines. It is briefly shown below that the bandwidth can be reduced 
from 4.2 MHz to 2.5 MHz. 

Again, let T be a line duration (Fig. 6). In the interval (0, 4T), we 
have one line of the original signal (fl = 4.2 MHz), a field differential 
signal (b = 2 MHz), a line differential signal (f3 = 3 MHz), and finally 
another field differential signal ( f4 = 2 MHz). The equations to equalize 
bandwidths and to adjust time durations are: 

fl is - = (X2f2 = - = (X4{.t, (5) 
(X (X3 

and 
0.83T 0.83T 

(XIT+--+ 0.83(X3T+--= 4T, (6) 
(X2 (X4 

where (Xl and (X3 are time-expansion factors for bandwidths fl and is, 
respectively; (X2 and (X4 are time-compression factors for bandwidths f2 
and f4' respectively; and the factor 0.83 accounts for the deletion of the 
horizontal blanking interval. The solution for the above is: (Xl = 1.68, 
(X2 = 1.25, (X3 = 1.20, and (X4 = 1.25. The overall bandwidth is then 

fmax = (X2 f2 = (1.25) (2) MHz = 2.5 MHz (7) 

The preceding descriptions outline the system operations conceptually. 
In an actual implementation, the various functions of scan conversion, 
taking differences, and time companding need not be done separately 
as presented. For instance, once the input TV signal is digitized, all 
the functions can be realized in an integrated manner. 

IV. APPLICATIONS TO MULTIPLE TV TRANSMISSIONS THROUGH 
SATELLITES 

In this section we discuss some applications of the various bandwidth 
compression techniques (outlined in Sections II and III) to multiple 
TV transmissions through satellites. We assume that TCM is to be 
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Fig. 6-Time companding ofline and field differential signals in (0,4T). 
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employed for multiplexing different but synchronized TV signals before 
transmission via a single FM carrier. The performance of a simplified 
TCM/FM satellite link is shown in Fig. 7, where the following as
sumptions are made: 

(i) Only the downlink is considered. 
(ii) Time compression and expansion are ideal. 

(iii) Satellite Effective Isotropic Radiated Power (EIRP) = 34 dBW; 
satellite usable channel bandwidth = 36 MHz; receive earth station 
elevation angle = 15°; frequency = 4180 MHz; maximum receive flux 
density = -152 dBW /m2/4 kHz. 

(iu) The peak-to-peak signal to weighted rms noise ratio (in dB) is 

50r-------------------------------------------------~ 

45 

z 

~ 40 
w 
::.:: 
a: 
w 
c... 
en 
-I 
w 
CD 

U 
w 
o 35 
z 
I-
(3 
Z 
o 
i= « 
I
en 
I 
I
a: 
« 
w 

SAT EIRP = 34 dBW 
RF USABLE BW = 36 MHz 

OVERDEV RATIO = 1.3 

30-METER EARTH 
STATIONS 

ELEV ANGLE = 15 DEG 
FREQUENCY = 4180 MHz 

8 10 

BASEBAND VIDEO BANDWIDTH IN MEGAHERTZ 

12 14 

Fig. 7-Performance of a color TV transmission via TCM in a satellite link. 
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calculated by the well-known formula 

where 

[ 
(0.7!lf)2B] 

s/n = CNR + 10 log 12 f! + 12.8, 

CNR = received IF carrier-to-noise ratio (dB); 

!l f = peak frequency deviation (MHz); 

B = IF bandwidth (MHz); 

fm = baseband video bandwidth (MHz). 

(8) 

When Carson's rule is used, B = 2(!lf + fm). However, we assume that 
overdeviation* is permissible, and !If = 1.3(B/2 - fm}. 

(v) The baseband bandwidth, fm, would be equal to the bandwidth 
of an ordinary TV (i.e., it = 4.2 MHz) if it were a single TV /FM case. 
However, we let fm vary over the range from 4.2 MHz to 12.6 MHz in 
the calculation to account for TCM.4 The corresponding values of 
receive earth station figure of merit (G/T) for signal-to-noise ratio (s/ 
n) = 53 and 56 dB are evaluated and plotted in the figure. 

Referring to Fig. 7, we interpret the baseband video bandwidth fm as 
the total baseband bandwidth of the combined time-compressed TV 
signals. For instance, the baseband bandwidth of a time-compressed 
TV coded with a line differential signal is 3.34 MHz (Section III). 
Time-compression multiplexing three such TV signals yields a total 
baseband bandwidth of 10.02 MHz. Using fm = 10.02 MHz, we read 
from Fig. 7 that the G/T required to receive these three TV's at s/n 
= 56 dB is 39.8 dB. We recognize that this kind of calculation is not 
strictly valid because of the unknown subjective noise effects on the 
differential signals. However, these calculations do indicate the ap
proximate performance to be expected and are suitable for the present 
feasibility study. 

Along the vertical axis of Fig. 7, we also show some typical G/T's 
for differential types of earth stations. For easy reading we tabulate 
the baseband bandwidths for various cases of interest in Table I. Using 
Table I and Fig. 7, we derive various G/T's for the various cases, and 
the results for s/n = 56 and 53 dB are tabulated in Table II. If we 
assume that s/n = 53 dB is acceptable,5 then the following observations 
can be drawn: 

(i) Using 30-meter receive earth stations, we should be able to get 

* Overdeviation with respect to the receiver noise bandwidth is sometimes used in 
satellite TV transmission to trade off waveform distortion for signal-to-noise perform
ance. In this case, the modulator output would have to be flltered to ensure that the 
allocated bandwidth is not exceeded. In addition, the overall effect of the small amount 
of overdeviation used would have to be evaluated further. 
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Table I-Total baseband bandwidth for 
various combinations of bandwidth compression 

methods and TCM 
Total Baseband Bandwidth (MHz) 

Bandwidth Compression 1 TV 2 TV/TCM 3 TV/TCM 

No Compression 4.2 8.4 12.6 
Line Differential 3.34 6.68 10.02 
Field Differential 2.9 5.8 8.7 
Line and Field Differential 2.5 5.0 7.5 

Table II-Receive earth station G/T required for 
various combinations of bandwidth compression 

methods and TCM 
G/T(dB/K) 

Bandwidth Compression 
sin Method 2 TV/TCM 3 TV/TCM 

56 No Compression 35.9 46.4 
Line Differential 31.5 39.8 
Field Differential 28.9 36.7 
Line plus Field Differential 26.4 33.7 

53 No Compression 32.9 43.4 
Line Differential 28.5 36.8 
Field Differential 25.9 33.7 
Line plus Field Differential 23.4 30.7 

three TV's per transponder with the line differential compression 
method. 

(ii) Using conventional l2-meter earth stations, or lO-meter earth 
stations with very sensitive low-noise amplifiers (LNAs) we should be 
able to get three TV's per transponder with the field or line plus field 
differential compression method, and two TV's per transponder with 
a straightforward TCM without baseband TV bandwidth reduction. 

(iii) Using conventionallO-meter earth stations, we should be able 
to get two TV's per transponder with the line differential method. 

(iv) Using 7-meter earth stations, we should be able to get two TV's 
per transponder with the field differential method. 

(v) Using 5-meter earth stations, we should be able to get two TV's 
per transponder with the line plus field differential technique. 

It is obvious that the above five results involve progressing band
width efficiency at the expense of increasing bandwidth reduction 
hardware. 

The problem of adjacent satellite interference was not included in 
the above, and if the satellite spacing were to be reduced to 2° in the 
future, then the use of the 5- and 7-meter earth stations might not be 
appropriate. Finally, let us note that although the transmission of TV 
audios was not addressed, it could be included easily by virtue of the 
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time-multiplexing characteristic in the system and the ease of digitizing 
audios today. A number of possibilities exist. Just to name one exam
ple, each TV line could be time compressed a little more to create 
sufficient time space for accommodating the digital audios. 

V. CONCLUDING REMARKS 

We have outlined three bandwidth compression techniques that can 
reduce the bandwidth of a 4.2-MHz NTSC color TV signal into 3.34, 
2.9, and 2.5 MHz, respectively. These methods can be implemented 
with existing high-speed digital processing hardware. When these 
techniques are used in combination with TCM for multiple TV trans
missions through a single satellite transponder, high bandwidth effi
ciency can be attained without the conventional problems owing to 
transponder nonlinearities (such as intermodulation and intelligible 
cross talk). We show in a specific example that up to three TV signals 
may be transmitted simultaneously with acceptable quality in a 36-
MHz transponder with a IO-meter receive earth station, and with 
simpler hardware, two TV's per transponder may be transmitted with 
7- or IO-meter earth stations. We conclude that these bandwidth 
compression techniques plus TCM are promising approaches to max
imize the use of future satellite transponders for high-quality TV 
distribution. 
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We consider, in detail, the potential improvement in receiver sen
sitivity that can be realized using an avalanche photodiode (APD) 
rather than the conventional p-i-n diode in long-wavelength optical 
communications systems. Numerical computations are used to deter
mine optimum gains and receiver sensitivities for several values of 
ionization coefficient ratios and dark currents. Sensitivities are con
sidered for transmission bit rates of 45 Mb/s, 90 Mb/s, and 274 
Mb/s-values characteristic of present long-wavelength systems. We 
find that general relationships and scaling laws between receiver 
sensitivity and the other critical parameters can be formulated if the 
sensitivity is calculated in units relative to the quantum limit. An 
important result is that the improvement in APD sensitivity depends 
strongly on dark current, but only weakly on the ionization coefficient 
ratio. Our calculations are compared with recent results obtained for 
Ino.53Ga0.47As/lnP APDs sensitive in the A = 0.95 /lm to 1.6 /lm 
wavelength region. We also include a brief discussion comparing 
APD sensitivities with those obtained using photo transistors and 
majority carrier devices. 

I. INTRODUCTION 

In contrast to short wavelength (0.8 /lm to 0.9 /lm) lightwave trans
mission systems, which generally use an avalanche photodiode (APD) 
as the detection element,! many receivers for long wavelength (1.3 /lm 
to 1.55 /lm) lightwave systems use p-i-n detectors.2,3 The principal 
reason for using the APD at short wavelengths is the -I5-dB improve
ment in sensitivity obtained compared with a p-i-n with a noninte
grating front end. The arguments given for using p-i-ns at long wave
lengths are: (i) sensitivities comparable to those obtained at short 
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wavelengths can be achieved using GaAs field-effect transistor (FET) 
front-end amplifiers; (ii) the ionization coefficients for electrons and 
holes in InP and related InGaAsP compounds are not significantly 
different, leading to large excess noise factors and, hence, poor receiver 
sensitivities; and (iii) the APD is difficult to fabricate, especially with 
low dark currents. 

In this paper the subject of receiver sensitivity using APDs is 
addressed with emphasis placed on the limits imposed by the ionization 
coefficients and the device dark currents. The principal result is that 
whereas the ratio of the ionization coefficients determines the maxi
mum sensitivity improvement attainable with an APD, the degree to 
which this improvement can be achieved in practice is controlled by 
the dark current. It is concluded that, for sufficiently low dark currents, 
an APD can yield significant sensitivity improvements over that 
obtained using a p-i-n detector, resulting in greater regenerator spac
ings, or permitting the use of less sophisticated amplifiers with greater 
dynamic range and lower cost. 

1. 1 Detector alternatives 

In choosing a detector for lightwave receivers there are several 
alternatives to the p-i-n and APD, including the phototransistor,4,5 
majority carrier devices,6 and photoconductors.7

,8 It has been claimed 
that these devices can produce gains comparable to, or in excess of, 
those attained with an APD but without the penalty of an excess noise 
factor. It is not, however, the value of an excess noise factor that is 
important, but rather the total noise contributed by the device in 
producing the associated gain. In contrast to the p-i-n and APD, which 
achieve high-speed operation under reverse bias, the photo transistor, 
the majority carrier detector, and the photo conductor all draw current 
when biased to obtain high-speed operation. These bias currents 
contribute significant noise to the receiver and limit the sensitivity. 
For the APD, dark currents also affect the sensitivity obtained but 
they are not, however, a necessary part of the high-speed operation, 
and can in principle be reduced to sufficiently low levels to achieve 
significant receiver sensitivity improvements. 

1.2 Scope and organization 

In the material to follow, APD receiver sensitivities will be charac
terized with respect to bit rate, amplifier noise, ratio of ionization 
coefficients, and the detector dark current. The sensitivity improve
ment achieved as a function of the above parameters will be calculated 
and compared with recently reported results. The paper is organized 
as follows: in Section II we consider the base-line receiver sensitivity 
and develop the formalism for calculating sensitivity improvements 
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afforded with an APD. In Section III, we calculate the improvement 
obtained for an APD with zero dark current, and in Section IV we 
consider the effects of the dark current on degradation of the receiver 
sensitivity. In Section V, we present a general scaling rule for APD 
receiver sensitivity, and in Section VI we present sample calculations 
of receiver sensitivities of current interest, and compare the results of 
a recent measurement of a long-wavelength APD receiver sensitivity 
with our calculations. Finally, in Section VII, we present conclusions. 

II. RECEIVER SENSITIVITY 

In analyzing the sensitivity of a digital receiver, we know that for a 
given decision level the net signal is a factor Q times the root-mean
square (rms) noise associated with the state transmitted9 (mark or 
space), with Q = 6 for a bit error rate (BER) of 10-9

• For practical 
p-i-n detectors the noise is determined by the amplifier and the 
detector leakage currents, and is identical for both signal states. In this 
case the decision level is placed midway between the two signal levels 
and the sensitivity is given by 

(1) 

where 11 is the detector quantum efficiency including coupling losses, 
15 is the average optical power required to achieve a given BER, and 
< i2

) 1/2 is the rms noise current of the receiver referred to the input. 
The parameter A is given by 

A = Q hv, (2) 
q 

where hv is the energy of the incident radiation and q is the electronic 
charge. For a BER = 10-9

, A = 9 at A = 0.825 }Lm, and A = 5.7 at A = 
1.3 p.m. Whereas the noise current, < i 2

), is normally used to character
ize receivers, in the following calculations the total receiver sensitivity 
using a p-i-n detector will be used instead. The relation between the 
two quantities is given by eq. (1). 

When an APD is used, both the signal current and the shot-noise 
associated with the signal current are multiplied by the avalanche 
process. For avalanche gains near the optimum value, the shot-noise 
associated with the signal is comparable to the receiver noise. Under 
these conditions the decision level, or threshold, is no longer midway 
between the two signal levels but is located closer to the space, or "0" 
level. Under the assumption that the received signal power is essen
tially zero in the off state (perfect source extinction), and that the 
detector dark current that undergoes multiplication is also zero, the 
receiver sensitivity is given by lO 
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(3) 

where M is the average gain, B is the bit rate, II is a Personick integral 
::::: 0.5, and F(M) is the excess noise factor associated with the avalanche 
gain process. In deriving eq. (3), the optimum decision level has been 
assumed for each value of the gain M. In the limit M = 1, and 
neglecting the second term in brackets, which is small, eq. (3) is seen 
to reduce to eq. (1). In evaluating eq. (3) we use McIntyre's expressionll 

for the excess noise factor, F(M): 

F(M) =M[ 1- (1- k) (M~ 1Yl (4) 

Here, k ~ 1 is the ratio of the ionization coefficients of the ionizing 
carriers (holes or electrons) where it is assumed the avalanche is 
initiated by the carrier with the highest ionization rate. 

Under more general circumstances of receiver operation the current 
produced by the optical source is not identically zero in the "0" level, 
nor is the detector dark current which undergoes multiplication nec
essarily negligible. Each source of current undergoing avalanche gain 
produces shot-noise that contributes to the total noise in both the "0" 
and "I" states. In general, the primary current should be less than 
approximately 10 percent of the photo current associated with the "I" 
state if its effect on sensitivity is to be small. 

The effects of detector dark current can be handled by including 
both the unmultiplied and multiplied components as part of the 
receiver noise. Thus, the receiver noise becomes 

(i2
)total = (i 2)a + 2qI2B[IDu + IDMM 2F(M)], (5) 

where (i 2
) a is the amplifier noise independent of the detector leakage 

current, IDu is the unmultiplied portion of the dark current, IDM is the 
primary dark current, which undergoes avalanche gain, and 12 is a 
Personick integral,9,10 which typically has a value between 0.5 and 0.6. 
In using eq. (5), it is assumed that the noise is Gaussian; also in the 
following treatment we assume that the detector dark current under
goes the same gain and has the same excess noise factor as the photo
generated current. 

It can be shown that when detector dark current is considered, eq. 
(3) can be used to evaluate the sensitivity if (i 2

) in eq. (3) is replaced 
with ( i 2 ) total, eq. (5). In this case the effective receiver noise is a 
function of the gain, M, with the result that simple analytical optimi
zation of eq. (3) is difficult. In the calculations to follow, eq. (3), with 
the modification discussed above, has been numerically evaluated to 
find an optimum value of the gain. The results are obtained with the 
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assumption of complete source extinction. The effect of a nonideal 
source can be obtained by finding the equivalent extinction ratio 
corresponding to the assumed dark current and the primary signal 
current. Note also that, from eq. (5), the effect of unmultiplied dark 
currents such as surface leakage, I Du, is in general not significant 
compared with the multiplied dark currents, I DM • For example, in a 
receiver with an optimum gain of M = 10, IDM = 1 nA contributes 
more to the total receiver noise than I Du = 100 nA (here F(M) ::E M). 
Thus, in the remainder of this work we focus on the multiplied portion 
of the dark current, including I Du in the basic amplifier noise. 

III. SENSITIVITY CALCULATIONS (10M = 0) 

The sensitivity calculations to be presented here are given in detail 
for several bit rates of current interest. By normalizing sensitivities to 
the quantum limit it is shown that a universal sensitivity curve 
independent of bit rate can be derived. The parameters to be consid
ered are the amplifier noise characterized by the equivalent receiver 
sensitivity, the effective ratio of ionization coefficients, k, and the 
primary dark current, I DM , which undergoes multiplication. 

Figure 1 is a plot of sensitivity at A = 1.3 f.Lm and 45 Mb/s for four 
values of k in the limit that the primary dark current is zero (perfect 
extinction of the source is assumed). The calculated sensitivities thus 
represent the best attainable values. Here YlPPlN denotes the sensitivity 
of the amplifier using a p-i-n detector. Similarly, the vertical axis is the 
sensitivity of the same amplifier employing an APD. The numerical 
values in parentheses along each curve represent the optimum gain for 
the corresponding set of parameters. For example, in Fig. 1 a p-i-n 
receiver with a-50 dBm sensitivity would have a sensitivity of -56.5 
dBm with an APD having k = 1 at an optimum gain of M opt ~ 9, and 
for k = 0.025 the sensitivity improves to -62.3 dBm at Mopt ~ 60. The 
p-i-n sensitivity of -50 dBm is typical of that achievable with GaAs 
FET front ends,3 while the assumed k values are typical12 of Ge (k = 
1) and the best Si devices (k ~ 0.025). 

Several general features may be seen from these curves: Decreasing 
k results in a larger sensitivity improvement, and over the range of 
p-i-n sensitivities shown, the improvement achieved by the lowest k
value device is between 5 dB and 7 dB greater than the k = 1 device. 
On the other hand, the improvement relative to a p-i-n afforded by the 
k = 1 device is between 4.5 and 11.5 dB. Also, as the p-i-n receiver 
sensitivity increases, the improvement achieved with an APD dimin
ishes. For k = 1, a 2-dB improvement in p-i-n sensitivity results in a 1-
dB improvement for the same amplifier when using an APD. However, 
for k = 0.025, an improvement in p-i-n sensitivity of 3 dB is required 
to achieve the same I-dB improvement when using an APD. Thus, the 
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current (IDM ) , for several values of the ionization coefficient ratio, k. Numbers in 
parentheses indicate optimum gains yielding the corresponding value of APD sensitivity. 

improvement to be gained with an APD diminishes as the amplifier 
performance is improved; conversely, the APD is more tolerant of 
poorer amplifier noise performance. Hence, an APD can permit the 
use of higher noise amplifiers, which in many cases, possess greater 
dynamic range. Another characteristic of APD receivers seen from Fig. 
1 is that the optimum gain (Mopd decreases as k increases, and also 
M opt decreases as the p-i-n sensitivity improves. For the range of 
parameters shown in the figure, the improvement afforded by an APD 
is between Mopt/2 and Mopt/3. 

Curves of sensitivity for bit rates of 90 Mb/s and 274 Mb/s are 
shown in Figs. 2 and 3, respectively. The range of p-i-n and APD 
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Fig. 2-Similar to Fig. 1 with B = 90 Mb/s. 

sensitivities covered by these curves are adjusted to include values 
that might be achieved at these different bit rates. Extrapolation to 
other bit rates can be made by noting that Figs. 1 to 3 are essentially 
identical except that the horizontal and vertical axes are scaled by a 
constant amount, dependent upon the bit rate. For example, Fig. 2 (for 
90 Mb/s) can be derived from Fig. 1 (for 45 Mb/s) by adding 3 dB to 
both the ordinate and abscissa, e.g., -50 dBm at 45 Mb/s becomes 
-47 dBm at 90 Mb/s, etc. This simple multiplicative scaling rule 
follows from eq. (3) and the method of defining the receiver noise in 
terms of the p-i-n sensitivity. 

A curve applicable to all bit rates can be generated by defining all 
sensitivity values relative to the quantum limit, 'YlFQL, which for a bit 
error rate of 10-9

, is given by, 
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- 21 
"1PQL = "2 (hv)B. (6) 

This expression corresponds to 21 transmitted photons per mark, and 
a mark-to-space ratio of one. For A = 1.3/lm, eq. (6) becomes 

"1PQL (dBm) = -87.95 + 10loglO B (Mb/s). (7) 

Values of quantum limited sensitivity are plotted in Fig. 4. 
Figure 5 is a universal plot of the improvement in sensitivity 

achieved with an APD with zero multiplied dark current and inde
pendent of bit rate for several values of k. The vertical axis is the 
improvement in sensitivity (in dB) achieved with an APD compared 
to a p-i-n using the same amplifier, while the horizontal axis is the 
difference between the sensitivity of the p-i-n receiver and the quantum 
limit. Again, the advantage provided by an APD is seen to diminish as 
the p-i-n sensitivity approaches the quantum limit. As an example, the 
current receiver designs using p-i-n/GaAs FET receivers have sensi
tivities typically in the range of 20 to 25 dB above the quantum limit.2

,3 

The maximum sensitivity improvements afforded by an APD are thus 
greater than 6 dB for this range of p-i-n sensitivities, depending on the 
k-value. 
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IV. SENSITIVITY CALCULATIONS (10M> 0) 

The sensitivity improvements predicted above correspond to an 
ideal source and detector, in that the source extinction ratio is infinite 
and the dark current is negligible. In this section we investigate how 
much this improved performance is degraded by detector dark current. 
Since the absolute sensitivity depends upon dark current, the ratio of 
ionization coefficients, the receiver noise as characterized by the p-i-n 
sensitivity, and the bit rate, a large number of curves would have to be 
presented to discuss the full range of operating possibilities. Figures 6, 
7, and 8 show the effect of primary dark current on sensitivity for bit 
rates of 45 Mb/s, 90 Mb/s, and 274 Mb/s. The p-i-n sensitivities 
indicated on each curve correspond to values currently achievable with 
optimized GaAs FET amplifiers. The arrows on the left-hand axis 
indicate the limiting sensitivity (IDM = 0) calculated in Section III 
above. The general features observed in these figures are the falloff of 
the sensitivity with increasing dark current, and the increased sensi
tivity to dark current as k decreases. 

For example, at 45 Mb/s (Fig. 6), IDM = 10-10 A reduces the maximum 
obtainable improvement for k = 0.025 by ~ 1 dB, while it has little 
impact for k = 1. At 90 Mb/s (Fig. 7) the same degradation for k = 
0.025 occurs for IDM ~ 2 X 10-10 A, and at 274 Mb/s (Fig. 8) it occurs 
for IDM ~ 7 X 10-10 A. Thus, at higher bit rates, the APD is tolerant of 
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greater dark current levels for equal sensitivity degradation. As we 
discuss below, the dark current producing a given degradation is 
directly proportional to the bit rate. A second feature of Figs. 6, 7, and 
8 is that, whereas a lower k-value produces an improvement in sensi
tivity, the amount of improvement decreases with increasing primary 
dark current. 

In a manner similar to that used to generate Fig. 5, a general curve, 
independent of bit rate, can be generated showing the effect of dark 
current on sensitivity. In Fig. 9 the p-i-n sensitivity is assumed to be 
21.4 dB above the quantum limit, and the dark current normalized to 
the bit rate is expressed in nA/(Mb/s). The APD sensitivity relative 
to the quantum limit is shown on the left-hand axis, and the improve
ment afforded by the APD compared to the p-i-n is shown on the 
right-hand axis. Again, the rapid decrease in the advantage of an APD 
with increasing dark current is evident. Further, the advantage gained 
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by using a low k-value APD compared to one with a larger k value is 
seen to be significant only when the dark currents are low, i.e., less 
than 10-2 nA/Mb/s. 

The above calculations assume a p-i-n sensitivity very nearly equal 
to the best presently achievable. Figure 10 shows the effect of varying 
the p-i-n sensitivity. The figure is plotted for k = 0.5, a value typical of 
present IIlo.53Gao.47As/InP APDs.13

,14 The left-hand and lower axes are 
plotted in normalized units, whereas the right-hand and upper axes 
are shown unnormalized for the three bit rates considered. The p-i-n 
sensitivities for each of the bit rates are shown in the box at the left. 
Included are values 3 dB better, and 3 dB and 6 dB worse than those 
used in the preceding calculations. From these curves we see that for 
low dark current values an improvement in p-i-n sensitivity by 3 dB 
results in a lA-dB improvement in APD sensitivity, whereas this value 
is decreased to ~1 dB for the higher range of dark currents, i.e., 
1 nA/(Mb/s}. Similar curves can be generated for other values of k 
but will not be presented here. 
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V. GENERALIZED RELATION FOR ALLOWABLE DARK CURRENT 

Because of the number of parameters involved in determining sen
sitivity, the preceding calculations have assumed a particular value for 
either the dark current, k value or p-i-n sensitivity. We now derive a 
relation between these quantities that defines the maximum allowable 
dark current for a given degradation of the sensitivity from the ideal 
(IDM = 0) case. 

We begin by combining eqs. (1) to (3), (5), and (6) to give 

[(::;;;~r + W2 

~;: M2F r 
l1PAPD _ + 12 F 
l1PQL - M 7 . 

(8) 

In obtaining the numerical values in eq. (8), the Personick integrals II 
and 12 have both been set equal to 0.5, and we have used Q = 6. The 
unmultiplied dark current, I Du , is included in the p-i-n sensitivity. This 
expression is independent of bit rate provided IDl'.r/ B is constant. 
Minimizing eq. (8) with respect to M in the limit IDM = 0, and using eq. 
(4) for F gives the results presented in Fig. 5. Defining 
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R = YJPp -i -n 

YJPQL ' 

the optimum gain, M oPt ' for IDM = 0 is then given by 

(
7 )1/2/ 

M opt = 12 R + k - 1 k 1
/

2
• 

In this limit eqs. (8) to (10) yield 

(
YJPAPD) 24 -_- = - (kMoPt + 1 - k). 
YJPQL 7 

ID~O 

(9) 

(10) 

(11) 

If the APD sensitivity is now degraded by some amount, for example 
by 1 dB because of non-zero dark current, eqs. (8) and (11) can be 
combined to define the locus of gains, M, and normalized dark currents, 
IDM/ qB, yielding that degradation. The maximum value of IDM/ qB for 
which a positive real value of M exists then defines the maximum 
value of the normalized dark current for which the degraded sensitivity 
can be obtained. Figure 11 shows a plot of the normalized dark current 
that results in a I-dB degradation from the ultimate attainable im-
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provement (IDM = 0). As an example, a receiver with a p-i-n sensitivity 
20 dB above the quantum limit and with k = 0.5 will suffer a I-dB 
degradation at IDM/ qB ~ 1.4 X 10-2 nA/Mb/s. At a bit rate of 45 
Mb/s, this corresponds to a primary dark current of :::::0.6 nA. On the 
other hand, at 274 Mb/s the same degradation would result for IDM ::::: 

4 nA. For a Si detector with k ::::: 0.025, the primary dark currents 
yielding a I-dB degradation would be a factor of six lower in each case. 
From Fig. 11 we see that the maximum permissible dark current 
decreases as the p-i-n receiver sensitivity increases and also as the k
value is decreased. Since the curves in Fig. 11 are nearly straight and 
parallel lines, they can be fit by a simple, approximate relation accurate 
to better than 20 percent over practical values of Rand k. Therefore, 

(12) 

for a I-dB penalty. Thus, an improvement in p-i-n sensitivity by a 
factor of 4, or a decrease of k by a factor of 4, would result in a 
reduction in the maximum allowable dark current by a factor of 2. 

The above relation and Fig. 11 are for a degradation in sensitivity of 
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1 dB. For a degradation in sensitivity of 2 dB, the corresponding 
primary dark current values are increased by a factor of 3.4. 

VI. EXAMPLES 

Using the above results, we calculate the expected sensitivity im
provements that might be obtained and the dark current limitations 
for several possible bit rates. We consider a p-i-n receiver yielding a 
sensitivity of 20 dB above the quantum limit (-51.4 dBm at 45 Mb/s, 
-48.4 dBm at 90 Mb/s, and -43.6 dBm at 274 Mb(s). This value lies 
between values achieved to date and those achievable assuming circuit 
improvements. We consider both k = 0.5 and 0.1 values typical of 
present devices,13,14 as well as more sophisticated structures. 15 

Table I gives the maximum permissible dark current as a function 
of bit rate at which point the sensitivity values are degraded by 2 dB 
from the ideal, i.e., 5-dB net improvement for k = 0.5, and 7.5-dB net 
improvement for k = 0.1 (see Fig. 5). As we see in Table I, the 
permissible current values increase with bit rate, and decrease by a 
factor ::::::2 for a reduction by a factor of 5 in k. Whereas the values in 
Table I are comparable to dark current values presently attainable, 13,16 
it is noted that these are maximum values, and hence correspond to 
dark currents obtained at the highest operating temperature of the 
device. For a maximum temperature of 70°C typical of most system 
requirements, the increase in dark current compared to room temper
ature is typically a factor of 8.17 Hence, if the detector is to operate 
under the assumed conditions, the room temperature dark currents 
must be a factor of 8 below the values shown in Table I, i.e., 250 pA for 
a 45-Mb/s system and k = 0.5. 

We now compare our calculations to recent measurements of sensi
tivity made on a long-wavelength Ino.53Gao.47As/InP APD receiver. In 
the measurement of Forrest et al.,13 at B = 45 Mb/s, an APD receiver 
sensitivity of '1]15 APD = -53.2 dBm and at k ::: 0.5 was reported. At this 
bit rate, Fig. 10 gives IDM = 2.5 nA at the measurement temperature of 
20°C. The diode area was A = 1.3 X 10-4 cm2

• For detectors presently 
being considered, a reduced area of A ::: 5 X 10-5 cm2 would in turn 
reduce the bulk current to IDM ~ 1 nA at 20°C. Thus, at a maximum 
operating temperature of 70°C, we expect IDM ~ 8 nA. In Table II we 

Table I-Maximum primary dark 
current (nA) giving a 2-d8 degradation 

in APD sensitivity 
Bit Rate (Mb/s) k = 0.5 k = 0.1 

45 2 0.8 
90 4 1.5 

274 12 4.5 
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Table II-Improvement in receiver 
sensitivity (in dB) using a state-of

the-art APD with IDM = 8 nA at 70°C 
and k = 0.5 

-50 
-47 
-42 

45 

4.3* 
6.3 
9.6 

B(Mb/s) 

90 

3.1 
5.1 * 
8.6 

274 

1.9 
3.6 
6.4* 

* Numbers refer to state-of-the-art receiver 
sensitivities at corresponding bit rates. 

Table III-Improvement in receiver 
sensitivity using an APD with IDM = 800 

pA at 70°C and k = 0.5 

-50 
-47 
-42 

45 

6.5* 
8.5 

11.5 

B(Mb/s) 

90 

5.1 
7.1* 
9.7 

274 

3.0 
4.7 
7.5* 

* Numbers refer to state-of-the-art receiver sen
sitivities at corresponding bit rates. 

show the improvement in receiver sensitivity afforded by this APD at 
several values of bit rate and receiver sensitivities. As is evident, the 
improvement increases with bit rate and with increasing receiver noise. 
For comparison, in Table III we show the sensitivity improvement if 
the APD dark current were reduced by a factor of ten (i.e., 100 pA at 
20°C or 800 pA at 70°C). 

VII. CONCLUSIONS 

We have calculated the improvement in sensitivity of receivers 
employing a long-wavelength avalanche photodiode rather than the 
traditionally used p-i-n detectors. The calculations consider receivers 
operating at bit rates of 45 Mb/s, 90 Mb/s, and 274 Mb/s, and 
sensitivities have been calculated for a wide range of IDM and k values. 
We have found a strong degradation of receiver sensitivity with in
creasing APD dark current, with a much weaker dependence of sen
sitivity on the ionization coefficient ratio, k. Indeed, to fully realize the 
potential of APD's based on InP heterostructures, a considerable 
reduction in presently 'attainable dark currents is required. 
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A method for embedding data into speech signals without recourse 
to bandwidth expansion is proposed. Sampled speech is assembled 
into contiguous blocks of N samples and the Discrete Fourier Trans
form (DFTJ is performed on each block. All the phase components in 
the message band, or the last J components in this band, are dis
carded when unvoiced or voiced speech is present, respectively. The 
data is introduced in the place of these rejected phase components, 
being +'IT/2 for a logical 0 and -'IT/2 for a logical 1. The magnitude 
of the coefficients associated with the data-carrying phase compo
nents are scaled to guard against data errors resulting from channel 
noise. The inverse DFT yields the transmitted sequence. The receiver 
performs the inverse process, stripping off the data and replacing it 
with random phase values. For an average transmission rate of 
approximately 1 kb/s and a channel signal-to-noise ratio of 30 dB, 
the bit error rate was 5.5 X 10-4

, and the average signal-to-noise 
ratios for voiced and unvoiced speech were 24 and -3 dB, respectively. 
However, the unvoiced sounds were perceived with negligible distor
tion owing to the preservation of their magnitude spectra. Modest 
error-correction codes can be used to reduce the bit error rate to 10-7 

while maintaining the same recovered speech quality, provided the 
average transmitted bit rate is decreased to ==500 b / s. 

I. INTRODUCTION 

Embedding data in speech signals without a significant enlargement 
of signal bandwidth has a great attraction if the data can be recovered 
without error, and the degradation of the speech is perceptually 
acceptable. There is a euphoria of getting a bargain, almost something 
for nothing. Of course it is not serendipity, but rather an exploitation 
of the innate redundancy in speech. 

A recent proposal by Steele and Vitello1
,2 for the simultaneous 
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transmission of speech and data signals attempted to preserve the 
speech signal while accepting a bandwidth expansion of the transmit
ted signal. In their system the speech conveys the data using the 
principles of analog speech scrambling. The data becomes the scram
bling key, while the receiver acts the part of a code breaker. Every 
time the code is deciphered correctly the receiver recovers both the 
data and the speech. Codes are therefore selected that are easy to 
break. Frequency inversion scrambling was used to achieve data rates 
of 700 bls over ideal channels, and 125 bls when additive channel 
noise was as high as 10 dB below the mean square value of the speech 
signal. In both cases there were no data errors associated with the 
39,000 speech samples used in the experiments. 

We now propose a system for the simultaneous transmission of 
speech and data that avoids a bandwidth expansion of the transmitted 
signal compared to that of the original speech signal, but does engender 
a modest reduction in the perceptual quality of the received speech. 

II. THE SYSTEM 

The combined transmission of data and speech in our proposed 
system is achieved by discarding some phase components in the speech 
signal and replacing them with data. At the receiver the data are 
removed and replaced with random phase components. By judicious 
choice of which phase components are used for the conveyance of 
data, we are able to ensure that the recovered speech quality is only 
marginally degraded by the presence of the data. 

The speech signal bandlimited between 200 Hz and 3.2 KHz is 
sampled at 8 KHz and divided into sequential blocks each containing 
N samples. To decide whether a block of samples is to convey data, 
and if so, how many bits, we perform what is tantamount to a crude 
voice, unvoiced, or silence detection. The mean square value ifx of the 
samples in the block is computed and compared with two thresholds, 
Tl and T2• These thresholds float compared with the mean square 
value ~ of the speech calculated over many blocks, such that Tl and 
T2 are al and a2 dB below L~' respectively. From inspection of five 
sentences we experimentally determined that al = 18.5, and a2 = 30. 
The mean square value 0; is compared with these thresholds and the 
decision to transmit Bl or B2 bits of data is made according to 

where 

0; < T 2 ; NO DATA TRANSMITTED 

T2 :5 0; < T 1 ; Bl BITS TRANSMITTED 

T 1 :5 0;; B2 BITS TRANSMITTED, 
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Although our decision as to whether to transmit data, and if so, 
whether Bl or B2 bits will be embedded in the speech signal, depends 
only on Inequalities (1) to (3), we may consider that to a good 
approximation these Inequalities refer to the presence of silence, 
unvoiced speech, or voiced speech, respectively. Observe that as a 
consequence of Inequalities (1) to (3) the bit rate is variable, being 
dependent on the presence and nature of the speech signal. As the 
system is conceived for embedding data into speech signals, we envis
age conventional modem techniques being deployed for the transmis
sion of data during prolonged silences,3.4 assuming a time assignment 
speech interpolation (TASI)-type arrangement is not in service. 

Provided Inequality (2) or (3) is satisfied, the discrete Fourier 
Transform (DFT) is performed on the block of speech samples 
{x(n) }~~J, namely, 

N-l -j~nk 
X(k) = L x(n)e N ; k = 0, 1, ... , N - 1 (5) 

n=O 

or 

X(k) = Re(k) + jlm(k) , (6) 

where Re(k) and Im(k) are the real and imaginary components of X(k), 
respectively. The magnitude of X(k) is 

(7) 

and its phase angle is 

q,(k) = tan-
l (~~:~~). (8) 

The procedure for assigning data depends on whether Inequality (2) 
or (3) occurs. 

2.1 Unvoiced speech 

If Inequality (2) is satisfied, the speech is almost certainly unvoiced. 
When unvoiced speech occurs the vocal cords do not vibrate, and the 
sounds originate because of turbulent air flow at a constriction in the 
vocal tract. Unvoiced sound has a noise-like nature and tends to have 
low energy. The former characteristic is valuable when data, transmit
ted as the phase components in the unvoiced speech signal, are 
removed at the receiver and replaced with random phase components. 
The re-introduced phase components have a similar randomness to 
the original components, and the perceptual quality of the sound is 
negligibly degraded. The low energy of unvoiced speech is, by contrast, 
an undesirable feature when data is embedded in the phase compo
nents, as channel noise may precipitate large variations in the phase 
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of the received signal causing a high bit error rate (BER). Conse
quently, steps must be taken to increase the energy of the unvoiced 
sounds. 

2.1.1 iJ.-law spectral scaling 

The effect of channel noise can be mitigated by scaling the magni
tude of the spectral components according to the /!-law,5 producing 
magnitude components 

{ 
IX(k) I} V log 1 + /!uv -V-

ID(k) 1= log(1 + /!uv) ; IX(k) I < V 

= V; IX(k) I ~ V, (9) 

where /!uv is the compression factor for unvoiced speech and V is the 
Wlaw overload parameter. The factor /!uv is selected to provide an 
acceptably low BER, and also to contain the amplitude range of the 
transmitted signal. The experimental determination of /!uv is discussed 
in Section IV. The components I D(k) I are calculated for k spanning 
the voice bandwidth, i.e., kcl to kc2, where kcl and kc2 are the spectral 
component associated with 200 and 3200 Hz, respectively. 

2. 1.2 Data insertion 

Having described the scaling of the magnitude of the frequency 
components, we now consider how the data of Bl bits are embedded in 
the phase spectrum. All the unvoiced phase components over the 
speech bandwidth are discarded and replaced with binary phase com
ponents determined by the data. As the phase angle cp(k) is confined 
to ± 1T radians, we arrange for phase components carrying data to be 
designated 8(k) and have values 

8(k) = 1T/2, signifying logical 0 

= -1T /2, signifying logical 1 (10) 

for k = kcl to k c2 . Although multi-level 8(k) does increase the amount 
of data embedded in the speech blocks, we opted for binary 8(k) to 
make the system more robust to channel impairments. Unless other
wise stated we will assume that every phase components contains a 
data bit, whence 

(11) 

However, in the presence of channel impairments we may allocate 
each bit to an odd number of phase components, and decide on the 
logical value of the bit at the receiver by a simple majority vote of the 
logical values associated with the received phase components. More 
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complex channel coding techniques can be employed to further reduce 
BER. 

2.1.3 The combined data and unvoiced speech sequence 

The combined speech and data signal is obtained by performing the 
inverse discrete Fourier transform (IDFT) on the magnitude and phase 
spectral components. The original spectral coefficients are 

X(k) = I X(k) leicJ>(k) 

and those that carry data are 

D(k) = I D(k) lei
8

(k) , 

(12) 

(13) 

where I D(k) I is given by eq. (9). The combined data and speech 
sequence is 

N-2-kc2 j ~ik N-l-kc1 0 27T Ok 

+ L X(k)e N + L D(k)e'"N
t 

k=kc2+1 k=N-l-kc2 

(14) 

Some values of 8(k) are used to inform the receiver whether Ine
quality (2) or (3) applies. This side information only constitutes a 
minor part of the transmitted data. The receiver is able to determine 
if Inequality (1) is valid by examining the mean square value of the 
received signal blocks. 

2.2 Voiced speech 

In voiced speech the vibration of the vocal cords causes broad 
spectrum puffs of air to excite the vocal tract, and the short-time 
Fourier spectrum of the speech has a quasi-periodicity, and an energy 
level considerably in excess of that encountered with unvoiced speech. 
Consequently, if data is loaded onto too many phase components, the 
quasi-periodicity of the recovered voiced speech will be disturbed and 
the speech quality degraded. We therefore discard only J phase 
components, 

J < kc2 - kc!, (15) 

whenever Inequality (3) is satisfied, and replace them with B2 bits. 
Typically, J is 0.16 to 0.33 of kc2 - k c1 • Of course, Inequality (3) may 
sometimes occur when unvoiced speech is present, but only J phase 
components will be used for the conveyance of data. Although the 
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occurrence of Inequality (3) signifies that fewer phase components are 
available for data transmission, this state is important as voiced speech 
is approximately four times more prevalent than unvoiced speech. The 
maximum value of B2 is J, and this will be assumed to occur unless 
otherwise stated. However, we note that if we assign error protection 
coding to the binary phase components carrying data, B2 decreases, 
and so does the BER compared to the situation when B2 is equal to J. 

Spectral scaling using Jl-Iaw is also necessary for voiced speech to 
ensure that for the expected channel noise the BER is negligible. 
Equation (9) is applicable, where I D(k) I is determined over the range 
of J coefficients. The combined voiced speech and data sequence 
conforms to eq. (14) with the exception that D(k) extends over the 
range of J components. 

The block diagram for embedding data into the speech signal is 
displayed in Fig. 1. The speech signal sampled at fs is directed into 
either shift register SRI or SR2, with switches SI and S2 changing their 
positions every N I fs seconds. While the speech samples are being 
extracted from SRI, say, the computation of the mean square value 
<1; of the current N speech samples entering SR2 is in progress. After 
Nlfs seconds <1; is determined and compared with parameters Tl and 
T2• If Inequality (1) prevails the output of comparators COMP.I and 
COMP.2 are logical 0 and logical 1, respectively, and consequently the 
NOR gate is in the logical 0 state. Both switches S3 and S4 receive 
logical 0 signals and remain open, preventing data from being placed 
into the data store. When switches SI and S2 change, the logical 1 state 
of COMP.2 is also used to inhibit the speech samples from entering 
the Fast Fourier Transform (FFT) circuit, and instead routes the 
contents of SR2 directly to the output, bypassing the data-embedding 
system. This later arrangement is not shown in Fig. 1. Should In
equality (3) occur, COMP.I, COMP.2, and the NOR gate occupy 
logical 1, 0, and 0 states, respectively. Switch S3 closes, and (B2-e) bits 
are passed into the data store, where e is employed to inform the 
receiver that Inequality (3) applies. If both COMP.I and COMP.2 are 
in the logical 0 state, the NOR gate becomes a logical 1, closing switch 
S4. Data of (B1-e) bits proceed via switch 8 4 into the data store, where 
this time e signifies the presence of Inequality (2). Thus, e need be 
only one bit, unless protection coding is added. If speech is deemed to 
be present, the speech in SR2 is applied to the FFT device, and the 
magnitude IX(k) I and phase </>(k) components of the block of speech 
samples generated. The IX(k) I and </>(k) components are passed via 
switches S5 and S7 either directly to the Inverse Fast Fourier Trans
form (IFFT) via switches S6 and S8, or are subjected to spectral scaling 
and data insertion according to the number B2 or Bl bits removed from 
the data store. If voiced speech occurs only J components of </>(k) are 
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used, but when Bl is present (kc2 - kc1) components of cp(k) are 
converted to ()(k). Observe that the spectral component(s) for E is 
always located in the same location in the J spectral region. The 
sequences at the output of switches 8 6 and 8 8 are applied to the IFFT 
to yield the combined speech and data sequence {gd. 

III. THE RECEIVER 

We will refrain from discussing the numerous methods by which the 
combined speech and data signal can be transmitted, nor will we 
address the variety of channels, their attendant equalization, or the 
techniques of correctly locking the receiver clock and the attendant 
acquisition of sample and block synchronization. Rather, we will 
assume that the combined signal is correctly sampled and ordered into 
the correct blocks. 

The receiver's first task is to remove the data, but before that the 
receiver must ascertain if data have been transmitted. This is relatively 
straightforward since if data are embedded in the speech block, spectral 
scaling of the coefficients will have been performed at the transmitter, 
and the mean square value of the combined signal is significantly 
greater than T2 of Inequality (1). If no data is considered to be present, 
the received signal is accepted as the received speech signal. When 
data is deemed to be present, we need to determine whether it is 
located in J or kc2 - kcl phase components. Accordingly, the FFT is 
taken of the combined data and speech sequence, and the spectral 
phase component(s) associated with the E bit(s) examined so the 
receiver can determine if Inequality (2) or (3) applies. Once this is 
accomplished the data are extracted from the received phase compo
nents O(k) that are known to contain binary information, according to 

o =::; O(k) < '1T, logical 0 generated 

and 

-'1T =::; O(k) < 0, logical 1 generated. (16) 

Having removed the data we proceed to recover the speech signal. 
The missing phase components are replaced by phase components 
having any value between ±'1T with equal probability. Those coefficients 
whose magnitudes were scaled are then de-scaled by inverse /L-Iaw 
operation. The IFFT follows, and the speech sequence {Xi} so formed 
contains distortion, which is most serious near the ends of the blocks. 
A simplified explanation of this distortion is as follows. Consider 
successive DFT spectra to contain one line, with the phase of this line 
changing every block by '1T /2, while the amplitude of the spectral lines 
remains constant. The time waveform is a sinusoid whose phase 
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changes by 7T /2 at the ends of the blocks. Now consider many spectral 
components whose phase changes by a random value between blocks. 
We may again consider these components to be transformed into the 
time domain as sinusoids with abrupt phase changes at the block 
boundaries. In the case of speech, each spectral component has a 
different magnitude, and J or all the components may have their 
phases randomized. The end of block distortion ensues, its values 
varying from one block boundary to another in a manner difficult to 
quantify. 

To mitigate end of block distortion we apply median filtering6
•
7 to 

those samples at the ends of adjacent blocks. Thus, samples between 
the m th and (m + I)th blocks are median filtered to give 

M-(2i-l) 

XmN+j+i = MED {XmN+j, X mN+j+l, ••• ,XmN+j+i, ••• ,xmN+j+2d, (17) 
j=-M 

where i is a constant for a particular filter whose length is 

L = 2i + 1, i = 1,2,3, ... , (18) 

i.e., the median value of L samples is the filtered sample. The number 
of samples median filtered in the vicinity of the block boundaries is 

A = 2(M + 1- i) 

and the number of samples used in the filtering of A samples is 

y = 2(M + 1), 

where M is a system parameter. 

(19) 

(20) 

As an illustration of how the median filter equations are used, 
consider the example of a three-point median filter, L = 3, and M = 5. 
Equation (17) becomes for these parameters 

4 

X mN+j+l = MED {XmN+j, X mN+j+l, X mN+j+2}, 
j=-5 

(21) 

and XmN+i+l is the median value of XmN+j, XmN+i+l and X mN+i+2. The 
number of samples used in the filtering process is y = 12, which will be 
made up of six samples at the end of the mth block and six samples at 
the commencement of the (m + I)th block. There are A = 10 samples 
median filtered commencing with XmN-4 whenj = -5, and terminating 
with XmN+5 whenj = 4. Thus, the number of terms L in the brackets of 
Eq. (17) gives the number of samples used in the filtering process of 
each sample. As j steps from -M to M - (2i - 1), the sample being 
filtered, namely XmN+i+i, also changes under the control of j. 

After A samples have been filtered, the recovered speech sequence 
is obtained, having these A samples, and N - A components from {Xi} 

for each block of N samples. The median filtering significantly reduces 
the end of block distortion. 
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IV. RESULTS 

The sentences, "Glue the sheet to the dark blue background," "Rice 
is often served in round bowls," "Four hours of steady work faced us," 
and "The box was thrown beside the parked truck," were used in our 
experiments. The fIrst two sentences were spoken by females, the 
remainder by males. These concatenated sentences constituting our 
speech signal were bandlimited between 200 Hz and 3200 Hz and 
sampled at 8 KHz to provide the input speech sequence, {Xi}. Random 
binary data were introduced into the phase components of {Xi} in the 
manner described in Section II. The information E was assumed to be 
received without error. This is a reasonable assumption because E can 
be specifIed by one bit and as the error rate of the phase components 
carrying data will be shown to be 0.055 percent, the probability of E 

being in error can be rendered negligible by assigning a small number 
of error-correcting bits to E. The block size N was 256. 

Because of the spectral scaling, the fIrst experiments related to the 
increases in the peak and rms values of the combined speech and data 
sequence, {gil, compared to those of the input speech sequence, {Xi}. 
We were concerned that the spectral scaling might signifIcantly in
crease the amplitude and power levels of the original speech signal and 
overload the communication channel. To observe the effect of spectral 
scaling on the amplitude components in {gi} we proceeded as follows. 
Each block of speech was examined, and those blocks where Inequality 
(3) applied, our so-called voiced blocks, were noted. Using these blocks 
we calculated two signal expansion parameters, which we defIned as, 

tJ. 2. ~ I glmax,v,i 
rv = L..J 

l/;v i=l I X Imax,v,i 
(22) 

and 

1 "'v Q . tJ. _ ~ g,V,l 
pv = L..J , 

l/;v i=l Qx,v,i 
(23) 

where I glmax,v,i and Ixlmax,v,i, and Qg,v,i and Qx,v,i are the maximum and 
rms values of the combined speech and data sequence, and the input 
speech sequence, in the ith blocks, respectively. The number of voiced 
blocks is l/;v, where the subscript v is used to signify the applicability 
of Inequality (3). Figures 2 and 3 show the variation of rv and pv as a 
function of the spectral scaling factor, !-lv, for voiced speech. As more 
phase components are used to convey data, i.e., increasing J, more 
spectral magnitude components are increased by !-l-law spectral scaling; 
and on performing the IFFT the rms and maximum amplitudes of the 
voiced blocks in the transmitted signal are increased, and hence r v and 
pv are increased for a given !-lv. Similarly, for a given J the effect of 
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increasing /lv is to increase the spectral scaling of the magnitude 
components, which consequently increases ru and pu. 

By selecting only those blocks where Inequality (2) applied, we 
found the signal expansion factors r uu and puu using the same proce
dures as employed for ru and pu [see eqs. (22) and (23)J. The subscript 
UV, an abbreviation for unvoiced speech, implies the validity of Ine
quality (2). The variation of ruu and puu as a function of the spectral 
scaling factor, /luu, for unvoiced speech is displayed in Fig. 4. Unlike 
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the small increases in rv and pv that occur for voiced speech, the effect 
of spectral scaling all the magnitude components by large values of 
}luv results in substantial increases in r uv and puv. However, unvoiced 
speech has much lower magnitude and rms values than voiced speech, 
enabling much larger values of r uv and puv to be used, thereby protecting 
the data from channel noise. If it is required that the peak or rms value 
of {gi} is not to exceed that of {Xi}, an attenuator must be placed 
after the IFFT in Fig. 1. The effect of such an attenuator on the 
recovered signal-to-noise ratio (sin) and BER will be discussed later. 

An objective criterion for the quality of the recovered speech signal 
should take cognizance of the particular process being used to convey 
data, yet be sufficiently well known to have comparative value. In this 
system the distortion in the recovered speech signal originates from 
two main processes, namely, the randomizing of the phase components 
of voiced and unvoiced speech, and the effect of additive channel noise. 
The randomization of the phase components does not alter the re
covered magnitude spectra, and thus spectral distortion measures8 

based on spectral power are inappropriate. The only errors in the 
magnitude spectra derive from the channel noise. Signal-to-noise ratio 
measurements are familiar to engineers in spite of their shortcomings, 
and the two most widely quoted are the average sin and the segmental 
s/n.9 In the former the ratio of the average signal power to the average 
error power is found. In determining segmental sin the signal is divided 

2958 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



into segments or blocks, and the average signal to average error power 
is computed in decibels for each segment. Then sin values of each 
segment are averaged to give segmental sin. We decided to use 
segmental sin, and proceeded to divide the speech into voiced or 
unvoiced segments. We made this division because the effect of ran
domizing the phase yields sin values for a segment that critically 
depend on whether the segment contains voiced or unvoiced speech. 
A low sin for unvoiced speech can be anticipated, as randomizing 
every phase component yields a time waveform that is radically 
different from the original segment of speech. The sin for that block 
of speech is accordingly very low, and is often negative. However, 
because the magnitude of the spectra for the recovered and original 
speech signals are the same, these signals are perceived to be similar. 
In the case of voiced speech the effect of randomizing J spectral 
components without altering their magnitudes results in end of block 
distortion. This distortion is mitigated by employing median filtering 
as previously described. The end of block distortion is not significant 
with unvoiced speech because of the relatively small magnitudes of 
the spectral coefficients. By measuring the sin of each voiced segment, 
we provide a measure of the end of block distortion. Thus, segmental 
sin is a reasonable measure for voiced speech, and a poor measure for 
unvoiced speech, in that the value of the segmental sin has a close 
correspondence with the perceived speech in the case of voiced speech, 
and vice versa for unvoiced speech. We note in passing that in wave
form encoding, like the situation here, the segmental sin is usually 
high for voiced speech and low or negative for unvoiced speech.lO 

In our experiments we proceeded as follows. Assuming the channel 
to be ideal we determined the sin of the recovered speech signal as a 
function of the number J of phase components discarded for voiced 
speech. Only blocks where Inequality (3) applied were used in the sin 
calculation. We performed experiments for J measured over different 
coefficient ranges, e.g., from kcl to higher values of k, about the center 
of the coefficient range, and from kc2 to lower values of k. The location 
of the range of J caused different perceptual impairments in the 
recovered speech signaL From informal listening tests we concluded 
that the latter range for J was preferable, and, accordingly, we display 
in Fig. 5 the sin for voiced speech as a function of J measured from kc2 
to lower values of k. In determining the sin, we employed the median 
filter having a length L of 3, and M = 5. As the curve in Fig. 5 was 
obtained for an ideal channel, it is independent of the values of /lv and 
/luv, factors introduced to avoid data errors in the presence of channel 
impairments. The exchange of sin in decibels with J is given by 

sin ~ 39 - 0.375J; 8 ::; J ::; 40, (24) 
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i.e., a loss of 0.375 dB in sin per phase component of voiced speech 
employed for the transmission of data. 

In the case of blocks containing unvoiced speech 98 phase compo
nents in each block are used for the conveyance of data (corresponding 
to 200 to 3200 Hz, N = 256), and the segmental sin for these blocks is 
only -2 dB. As mentioned above, this low sin for unvoiced speech was 
expected owing to the randomization of all the phase components in 
the recovered speech. However, the perceptual quality and intelligibil
ity of the recovered unvoiced speech is good as the magnitude spectra 
are maintained, and the excitation in unvoiced speech is noise-like. 
The sin for unvoiced speech is shown in Fig. 5 as a horizontal line. 

For the sentences used, transmitted data rates of 1200, 1024, and 
852 bls were achieved for J = 32, 24, and 16, respectively. 

To prevent the channel from being overloaded by excessive ampli
tude levels resulting from signal amplification owing to spectral com
ponent scaling, attenuation of {gi} was performed. The attenuation 
was adjusted until the range of amplitude levels of the combined 
speech and data signal was the same as that of the input speech signal. 
Specifically, we found the block with the largest output amplitude 
whose magnitude expansion parameter was rk, say. The attenuation in 
decibels was then set at 

I = 20 10glQ(rk) 

for the whole speech signal. Channel noise {ni} was next added to the 
transmitted signal, and for a constant channel noise power of minus P 
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dB below the mean square value of the input speech signal, the change 
in sin relative to the sin in the absence of spectral scaling was found 
as a function of flu for blocks where Inequality (3) applied. This was 
repeated for different values of P and two values of J to yield the 
curves shown in Fig. 6a and b. As we expected, when P becomes 
progressively more negative, the change in sin, namely ~s/n, ap
proaches zero for all flu. When the additive noise power P is high and 
J = 32, there is a loss in sin that increases with flu, but never exceeds 
3 dB for the parameters shown in Fig. 6a. For J = 24, the loss in sin 
is much smaller (=::1 dB), and for flu below 100, ~s/n may be slightly 
positive. This small positive value of ~s/n arises because for low values 
of /lu, the spectral scaling of the J coefficients carrying data is insuffi
cient to cause the combined data and speech sequence {gi} to be 
attenuated. Thus, for a given channel noise power P the channel sin 
decreases with the result that the recovered sin is marginally en
hanced. When /lu exceeds 100, and the attenuation of {gi} is as 
described above, the channel sin decreases, and ~s/n takes on negative 
values. When the experiment was repeated with blocks where Ine
quality (2) applied, ~s/n was always positive as shown in Fig. 6c. 
Observe that for unvoiced speech no attenuation of the combined 
speech and data signal need be imposed for /luu :::; 400, as the signal 
does not exceed the levels found in voiced speech. Consequently, ~sl 
n is nearly constant until /luu > 400, whence attenuation of {gk} is 
employed. ~s/n decreases slowly with /luu, and ~s/n is marginally 
greater for P of -20 dB than -30 dB, i.e., -20 dB of channel noise is 
advantageous. However, the variation of ~s/n in Fig. 6 is not great, 
being positive for unvoiced speech and negative (in general) for voiced 
speech. 

With the attenuator adjusted as previously described such that the 
amplitude range of the transmitted signal and the original speech 
signal are the same, we observed an improvement in BER, defined as 

{
BERIl} 

IBER = 20 10glO BERo ' (25) 

where BER/l and BERo represent the BER when spectral scaling of 
value /l is used and when no spectral scaling is employed, respectively. 
The variation of IBER with fl for different values of noise power P is 
displayed in Fig. 7. The smallest value of P employed was -30 dB, as 
we did not have sufficient data for reliable results when P was more 
negative. We see from Figs. 7a and b that flu of the order of 250 is a 
good choice as it provides a large value of IBER while avoiding 
significant losses in sin, as displayed in Figs. 6a and b. Thus, for J = 
24, P = -30 dB, a flu = 250 provides a gain in BER of =::50 dB while 
sustaining a loss in recovered speech sin of only 0.5 dB. As is expected, 
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larger values of /luv apply as shown in Fig. 7c, and a good choice of /luv 
is 750. Using this /luv value, P = -30 dB, we achieved IBER of ~50 dB 
and a gain in sin of 0.5 dB. Figures 6 and 7 highlight the desirable 
properties of spectral scaling, a large improvement in BER, and at 
worst a small loss in speech sin. 
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The channel sin was computed as 

sine = 10 10glO (26) 

where g is the attenuated version of g, and W is the number of speech 
samples in the input speech signal. Although the same noise source 
was used as in the previous experiments, and the attenuator was 
employed, sine differs from the sin of P dB computed using the input 
speech and the noise signal. This difference arises because {gi} is not 
identical to {Xi}. The sequence {gi} depends on /lv and /luv, parameters 
which affect both rand p [see eqs. (22) and (23)]. However, the sin 
differences are small, and typically are <3 dB. Figure 8 displays the 
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variation of BER as a function of sine for different fluu, and flu = 250. 
As we anticipated from Fig. 7c, increasing fluu from 500 to 1000 results 
in an increase in IBER, which means a decrease in BER. Further 
increases in fluu will decrease BER, but the reduction will not be great. 

We observe from Fig. 8 that for sine of 30 dB, the BER is 0.055 
percent, and as previously stated, the average transmitted bit rate for 
J = 24 is 1024 b/s. This BER can be reduced by using error-correcting 
codes. For example, if a BCH code is employed such that the number 
of error-correcting code bits equals the number of data bits, i.e., the 
average transmission rate is 512 bls, the BER decreases to approxi
mately 10-5 percent. The extent of the trading of the reduction in the 
average transmitted bit rate for improvements in BER depends on 
system requirements. In digital radio transmission outage occurs when 
the BER exceeds 0.01 percent. 

The variation of the segmental sin of the recovered speech signal 
against sine is shown in Fig. 9 for three values of J, and flu = 250 and 
fluu = 750. Only blocks satisfying Inequalities (2) and (3) were used in 
this calculation of segmental sin. As sine approaches 50 dB we ap
proximate to the ideal channel condition, and by comparing the sin 
values with those in Fig. 5 we may observe the deleterious effect of the 
unvoiced speech sin on the overall sin. Thus, for J = 16, 24, and 32, 
the sin = 25, 23, and 20.5 dB in Fig. 9, whereas when only voiced 
speech is present the corresponding sin = 32, 28, and 26 dB. However, 
the perceptual quality of the recovered speech is more suitably repre
sented by the segmental sin for voiced speech than by the combined 
segmental sin. Thus, the sin values in Fig. 9 are lower than would be 
anticipated for the quality obtained. If no phase components had been 
used for the transmission of data, the variation of sin with sine would 
be a straight line at 45 degrees, shown in Fig. 9. The offset of this line 
from the origin is due to the sin of the speech being calculated as 
segmental s/n,9 and sine is computed according to eq. (26). 
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We conclude this section by providing some waveforms and spectra 
of the input, transmitted, and recovered signals for flu = 250, fluu = 750, 
J = 24, and N = 256. In Fig. lOa twenty blocks of an arbitrary speech 
signal are shown, having two blocks of intraconversational silence. The 
combined speech and data sequence {gi} prior to attenuation is 
displayed in Fig. lOb, where it can be observed that the power level of 
the unvoiced speech is considerably amplified; high-amplitude, high
frequency components have been introduced into the voiced segments; 
and those parts of the silence that resided in blocks substantially 
occupied by voiced speech are carrying data. The recovered speech 
signal is displayed in Fig. 10c for the case of an ideal channel. The 
effect of replacing the data-carrying phase components by random 
ones does not cause serious degradations in the perceptual quality of 
the recovered speech. 

The magnitude of the spectral components of the waveforms in Figs. 
lOa and b are shown in Figs. lla and b, respectively. As data is carried 
by the phase components in the speech signal, the magnitude spectra 
of the waveforms in Fig. lOa and c are identical. The fl-Iaw scaling of 
24 components for voiced speech is seen to substantially enhance its 
high-frequency components, whereas all 98 components across the 
speech band are scaled for the unvoiced speech. The fl-Iaw scaling for 
voiced speech is seen to be reminiscent of frequency pre-emphasis. 

V. DISCUSSION 

A system has been proposed for the simultaneous transmission of 
speech and data on the phase of the speech signals, where the band
width of the transmitted signal is contained relative to that of the 
original speech. We knew at the outset that if data was to be conveyed 
on the phase of speech signals, the receiver would be forced to 
introduce phase components to replace those that had been discarded 
at the transmitter in favor of data. We postulated that if the introduced 
phase components were derived from a random number source, and 
that their values were confined between ±7T, then the perceptual 
degradation in speech quality might be acceptable. Our decision to 
randomize the values of the introduced phase components at the 
receiver was based on the knowledge that the variations in the values 
of the phase spectral components in speech, particularly unvoiced 
speech, tend to have random behavior. Further, the effect of phase 
distortion on monaural speech intelligibility is known to be small, the 
controlling factor being the amplitude spectra. Accordingly, we did 
experiments, and from informal listening experiences concluded that 
the randomization of all the phase components of unvoiced speech did 
not cause serious perceptual degradation. In the case of voiced speech 
we discovered that if too many phase components were randomized 
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the recovered speech quality was poor, and out of the 98 phase 
components available in our experiments we concluded that the max
imum number J of phase components that could be randomly per
turbed was 32. The position of the J components had different percep
tual effects, and we decided to make J span the range of the highest 
inband frequency components, although the actual position of J is far 
less important than its value. 

Deeming that randomization of the phase components as described 
was perceptually tolerable, particularly in the presence of channel 
noise when the channel sin was approximately 30 dB, we decided to 
trade the loss in perceptual quality for the implantation of data into 
those components we had randomized. By this strategy, and for a 
channel sin of 30 dB we have been able to achieve an average data 
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rate of 1 Kb/s on the assumption that one bit is assigned to each data
carrying phase component. To achieve this data rate we are required 
to tolerate a BER of 0.055 percent and an average sin for voiced and 
unvoiced speech of 24 and -3 dB, respectively, the measurements 
being made over four sentences of speech. Observe that the BER can 
be reduced to a value acceptable for the user by applying channel
coding strategies that result in a reduction in the transmitted bit rate. 
An example of such a trade-off is given in Section IV. The recovered 
speech is below toll quality, but the ability to transmit data may make 
this quality reduction acceptable in certain situations. 

Making comparisons of this technique of conveying data on the 
phase of the speech signal with those employing scrambling methods1

,2 

is difficult because of the radically different approaches of these 
schemes. Embedding data in speech by scrambling can be made to 
have a very small bandwidth expansion by suitable choice of scram
bling code and block size.2 Increasing the complexity of the scrambling 
algorithm and the number of bits per block of speech scrambled alters 
the systems performance in a way that is difficult to predict. 

The previously described system using scrambling techniques,1,2 and 
the one described here have only been evaluated for noisy channels. 
Which system would perform best in an actual communications net
work, and what the requirements would be on channel equalization 
and synchronization are unknown quantities. What we can say is that 
errors in the samples at the receiver attributable to noise or imperfect 
channel equalization, the presence of an unwanted sample, and the 
loss of a wanted one owing to incorrect synchronization, are smeared 
over the spectral components by the DFT. The data here is binary 
and therefore considerable noise on the data-carrying phase can be 
tolerated. By using error detection and correction coding the data rate 
can be sacrificed to a value commensurate with a specified BER for a 
given set of channel impairments. 

However, our quest was not to investigate the numerous channel 
conditions. It was to determine if speech and data could be transmitted 
over a noisy channel by embedding the data in the phase of speech, 
and further, if the transmitted bit rate could be sufficiently high to be 
useful, the BER acceptably low, and the degradation in the recovered 
speech quality perceptible but not annoying. Our conclusion is affirm
ative. 
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Recognition of isolated words by encoding speech into linear pre
dictive coefficients (LPC) is well known and widely accepted as one 
of the better methods for speech recognition. One of the drawbacks in 
relying entirely on LPC measures for recognition~ however~ is that 
the energy information in the speech is removed during the LPC 
analysis. Consequently~ attempts have been made to include energy 
pattern information along with the LPC pattern information to 
achieve greater recognition accuracy. This paper discusses problems 
involved in combining energy pattern information with the LPC 
pattern information and presents results of recognition experiments 
with one method. The energy information and LPC information are 
combined linearly in a (speech) frame-by-frame manner utilizing the 
dynamic time warping (DT~ method time alignment. The LPC log 
likelihood ratio distance function~ which determines the spectral 
difference between two frames of speech~ does not lend itself to direct 
statistical analysis in multiple dimensions. The method for obtaining 
the weighting for the linear combination involves an iterative min
imization of a probability of error function. The combined energy and 
LPC distance function was tested using a 129-word uairline" vocab
ulary~ which is designed for speaker-independent, isolated word 
recognition. The inclusion of energy information in the recognition 
feature space reduces recognition error rates by an average of about 
25 percent as compared with LPC alone. 

I. INTRODUCTION 

In the last few years it has become common to use LPC coding 
techniques for speech recognition.1

-
7 The speech to be represented is 

modeled by a linear digital filter with coefficients chosen so that the 
transfer function of the filter approximates the spectrum of the speech 
over some short interval of time. Typically, a speech recognition 
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system performs its task by comparing the unknown utterance or test 
with a number of previously stored reference patterns. Both the test 
and reference are characterized by a set oflinear predictive coefficients. 
This is accomplished by digitizing the speech at some suitable rate 
and breaking the utterance into time windowed regions or "frames" 
upon which LPC analysis is performed. The frames of speech generally 
overlap and are typically spaced 10 to 20 ms apart in time. Thus, a 
typical 0.6-second utterance is represented by about 40 frames of linear 
predictive coefficients. 

It is well known in the area of speech recognition that optimal time 
alignment of reference patterns to test patterns substantially reduces 
recognition errors for a vocabulary with polysyllabic words. l The most 
commonly used time alignment procedures, for the speech recognition 
problem, are the class of algorithms referred to as dynamic program
ming (DP) or dynamic time warping (DTW) methods.2

-
5 

Let us assume that we are given a characterization of an isolated 
word that consists of a set of N vectors of LPC coefficients. The test 
pattern, T, is represented as: 

T = {T(1), T(2), ••. , T(N)} , (1) 

where the vector T(i) is a spectral (LPC) representation of the ith 
frame of the test word. In our system a set of nine auto correlations 
constitutes the vector from which an 8th order LPC model is derived. 
The duration of the test utterance is N frames, where each frame 
represents 45 ms of speech, and adjacent frames are spaced 15 ms 
apart. 

For a given vocabulary of V words, the reference R v , is represented 
as: 

(2) 

where each vector, Rv(i), is again a spectral representation of the 
corresponding frame within the reference pattern, and Mv is the 
number of frames in the vth reference. 

To optimally align the time scale of the reference pattern (the 
dependent m index) to the test pattern (the independent n index), we 
must solve for a warping path function of the form: 

m = w(n) (3) 

and thereby seek to minimize the total distance 

N 

Dv = L d {T(n), Rv[w(n)]} (4) 
n=l 

over all possible paths, w(n), where d[T(n), Rv(m)] is the local distance 
between test frame n and reference frame m = w(n). This operation 
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must be performed for each reference Rv in the vocabulary. The test 
pattern is classified as belonging to the class (i.e., the reference word) 
for which the smallest accumulated DTW distance, Dv , is obtained. In 
addition to the standard DTW algorithm, time normalization has been 
used on both the test and reference patterns, thereby allowing the 
widest range of time alignment paths to be considered. This procedure, 
called the normalize-and-warp method,5 linearly normalizes the test 
and reference utterances to a fixed length (typically the average 
duration of all words in the vocabulary) before the DTW is performed. 
Experimental results have shown this method to be valid on several 
recognition vocabularies, including the one used in this study.5 

Comparison of a test frame to a reference frame requires a measure 
of closeness (distance). Several distance measures have been investi
gated and used for utterance comparison purposes.8 Virtually all of 
these distance measures are spectral in nature and generally do not 
explicitly consider the energy pattern of the speech. The LPC-based 
distance measure developed by Itakura2 has been found to yield high 
recognition accuracy and cost relatively little in computation. This 
distance function, often referred to as the log likelihood ratio (LLR) 
yields numerical values that are indicative of the spectral energy 
difference between the two frames of speech. The form of the function 
is as follows: 

d(T, R) = log[(aR VTak)/(aT VTar)], (5) 

where T refers to a test frame and R refers to a reference frame, a is 
a vector consisting of the (p + 1) LPC coefficients of a pth order LPC 
model of the speech, and VT is the (p + 1 X P + 1) autocorrelation 
matrix of the test frame. [Itakura2 has shown how the computation of 
eq. (5) can be performed with (p + 1) multiplication and additions and 
one logarithm.] The LPC coefficients do not contain any energy 
information since they are derived from a normalized spectrum. The 
V matrix enters into both the numerator and denominator of the 
distance function (which is the ratio of two scalars), and thus contrib
utes no energy information. Hence, d (T, R) contains no energy infor
mation. 

A few further observations about the LLR distance are in order. The 
distance function, d(T, R), does not satisfy commutative or triangle 
inequality rules, (i.e., the function is not symmetric). The log likelihood 
ratio distance is related to the coefficient sensitivities of the LPC filter 
model of the test utterance. If the test filter model is very similar to 
the reference filter model, then it is reasonable to estimate the differ
ence between the two filter models based on the test filter coefficient 
sensitivities. However, if the two models differ greatly, then the coef
ficient sensitivities of the reference model will be much different from 
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those of the test model and comparison of the two models yields 
inconsistent results. Thus, d (T, R) is not monotonic when it exceeds 
certain values (usually about 0.6 per frame); however, it is quite useful 
in measuring spectral closeness (as opposed to spectral separation), 
and in this application serves very well for recognition purposes. 

Since the log likelihood ratio distance measure normalizes energy 
out of the measurement, it is desirable to consider including this 
additional information in the distance calculation. In many pattern 
recognition disciplines, the addition of dimensions to a feature space 
is all that is normally required to add information to the distance 
measurement. Ordinarily, if the individual components of the distance 
measurement are available, an optimal weighting of features (LPC and 
energy) can be obtained by an analysis of feature covariance.9

•
10 How

ever, in speech recognition, there are complications that make simple 
addition of a dimension to the feature space difficult. One of these 
complications arises from the nature of the log likelihood ratio com
putation, which does not allow separation of the individual components 
of distance, i.e., d(T, R) is a ratio of scalars and becomes meaningless 
if only one dimension of the LPC space is considered. DTW methods 
further complicate the addition of energy information to the feature 
space since the DTW path will be altered by the distances calculated 
during the DTW optimization. Thus, the addition of another dimension 
(frame energy) to the feature space is not trivial. 

In the next section of this paper we will describe a new discriminant 
function that contains both spectral and energy information. A method 
for determining the weighting of the two components based on prob
ability of recognition error will be derived. In Section III we discuss 
experimental results using this procedure on a vocabulary of 129 words 
of the "airlines" vocabulary described in Ref. 6. 

II. ADDITION OF FEATURES TO THE LPC SPACE 

To add the speech energy pattern information to the LPC feature 
space, the LPC part must be handled as a single dimension because of 
the log likelihood ratio distance function. Thus, if the total feature 
vector is otherwise treated as a linear combination of vectors, the total 
feature vector is of the form: 

F = [LPC, E]" (6) 

where the feature vector, F, consists of a vector of autocorrelation 
coefficients (treated as scalar), and a value for peak normalized log 
energy. 

The distance function chosen for comparing the test frame energy 
pattern with the reference frame energy pattern, referred to as peak 
normalized log energy ratio, is of the form 
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e(T, R) = Ilog[E (T)Emax(R)/ E (R)Emax(T)] I, (7) 

where E (T) is the energy of a test frame and E (R) is the energy of a 
reference frame, Emax(T) is the peak energy of the test utterance over 
frames i = 1,2, ... ,N, and Emax(R) is the peak energy of the reference 
utterance over frames j = 1, 2, ... , M. This is equivalent to a peak 
normalized log energy difference, i.e., 

e(T, R) = INE(T) - NE(R) I, (8) 

where NE (T) is normalized energy and 

NE(T) = log[E(T)] - log[Emax(T)]. (9) 

Then for the optimal linear classifier, distance is given by 

d(T, R) = D(T, R)'W D(T, R), (10) 

where (lower case indicates a scalar quantity) 

D(T, R) = F(T) - F(R) (11) 

and 

W = [a b] 
be' 

(12) 

where a, b, and c are chosen to minimize the probability of recognition 
error, P (E). Applying ordinary Bayesian techniques would result in 
the well-known Mahalonobis distance where the matrix W is the 
inverse covariance matrix of the feature space.9

,10 Because of the nature 
of the log likelihood ratio distance function, the LPC distance to the 
origin of the LPC space is generally too large to be within the 0.6 value 
required for monotonicity. Furthermore, no other point in the LPC 
space can easily be found that will allow this requirement to be 
satisfied for all possible samples in the space. Hence, the mean and, in 
turn, variance (and, hence, covariance) of the LPC component cannot 
be determined directly. 

An alternate method of combining the energy measure with LPC 
has been developed which, although not able to determine the cross
product coefficients, will determine a weighting of the two measures 
based on probability of error. Let the distance function assume the 
form: 

d(T, R) = [LLR(T, R)] + a[LER(T, R)], (13) 

where LLR( T, R) is the log likelihood distance between a test frame 
T and a reference frame R, and LER(T, R) is the peak normalized log 
energy difference between test frame T and reference frame R, and a 
is a weighting coefficient. Equation (13) must be employed in (4) to 
determine the DTW function (3) and choose the closest reference to 

LPC-BASED WORD RECOGNITION 2975 



a given test utterance. Consequently, the LLR distance is a function of 
the LER distance and vice versa, since the DTW path is a function of 
both distances. 

Let D (i, j) indicate the accumulated DTW distance between a test 
utterance (corresponding to word i) and reference pattern (correspond
ing to word j). A classification error will occur when D(i, i) > D(i, j) 
for any j not equal to i. That is, if the distance between a test class (i) 
and a reference of the same class (i) is greater than the distance from 
class (i) to a different class (j), then a recognition error will occur. An 
alternate form of (13) and (14) is the discriminant function: 

Q (i, j) = D(i, j) - D(i, i). (14) 

For this form a recognition error occurs only if Q (i, j) is less than zero 
for any j not equal to i. 

For notational convenience, let 

L(i, j) = LLR(i, j) - LLR(i, i) (15) 

and 

E(i, j) = LER(i, j) - LER(i, i), (16) 

where LLR(i, j) and LER(i, j) are the accumulated log likelihood 
ratio and log energy ratio on the DTW path, respectively. Then 

Q(i, j) = L(i, j) + aE(i, j). (17) 

There are four kinds of classification errors for which Q(i, j) is less 
than zero and a test word will be misclassified, namely: 

(A) an LLR error for which L (i, j) < 0 for any j =;f i and 
E(i, j) > 0 for all j =;f i 

(AB) an LLR error or an LER error but not both, i.e., 
(a) L(i, j) < 0 and E(i, j) > 0 for any j =;f i 
(b) L(i, k) > 0 and E(i, k) < 0 for any k =;f i, j 

(B) an LER error for which L(i, j) > 0 for all i =;f j and E (i, j) < 
o for any j =;f i 

(C) both errors for which L (i, j) < 0 and E (i, j) < 0 for any 
j =;f i. 

The test word is correctly recognized when condition (A) exists if 
Q (i, j) > 0 for all j =;f i, which implies: 

a> IL(i, j)/E(i, j) I for all j =;f i. (18) 

Likewise, the test word is correctly recognized when condition (B) 
exists if: 

a<IL(i,j)/E(i,j)1 forall j=;fi. (19) 

Condition (C) is not recoverable [i.e., Q (i, j) < 0] for any value of a. 
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In this case the test word will always be misrecognized since both the 
LLR and LER distances have made an error. 

Condition (AB) is a special case where an LPC-type error [L(i, j) 
< 0] occurs for a comparison of the test (i) with one reference (j) and 
an LER-type error [E(i, k) < 0] occurs for a comparison with a 
different reference (k). In order for this test word to be properly 
recognized the following relation must be satisfied for all j, k -::;tf i: 

IL(i,j)/E(i,j) I < a < IL(i, k)/E(i, k) I· (20) 

Equation (20) mayor may not be satisfiable for a given test word (i). 
The probability of recognition error can be written with the further 

definition of the random variable: 

x = IL(i,j)/E(i,j) I· (21) 

Define the probability density function of x conditioned on error type 
(A) asp(xIA) and the probability density function of x conditioned on 
error type (B) as p(xIB). Then the probability of error, P(E, a), is 
given by: 

P(E, a) = P(A) r p(xIA)dx + P(B) foo p(xIB)dx + P(C) 

+ P(AB) r p(xIAB, a)dx + P(AB) L~ p(xIAB, b)dx, (22) 

where p(xIAB, a) is the probability density function conditioned on 
the existence of error type (AB) of the first kind [L(i, j) < 0 and 
E(i,j) > 0] andp(xIAB, b) is the density function conditioned on error 
type (AB) of the second kind (L (i, k) > 0 and E (i, k) < 0). Optimizing 
(22) with respect to a yields the relation: 

P(A)p(x = a* IA) + P(AB)p(x = a* lAB, a) 

= P(B)p(x = a* IB) + P(AB)p(x = a* lAB, b), (23) 

where a* is the optimal value of a. Inspection of (22), (23), and the 
error conditions (A), (AB, a), (B), and (AB, b) reveals that they are 
mutually exclusive events and that they can be combined. Thus, by 
relaxing the requirements "for all j -::;tf i" of condition (A) and (B) to 
"for any j -::;tf i" eq. (23) may be rewritten 

P(A)p(xIA) = P(B)p(xIB), 

keeping in mind the new properties of (A) and (B): 

(A) L(i,j) < 0 and E(i,j) > 0 for any j -::;tf i 

(B) L(i,j) > 0 and E(i,j) < 0 for any j -::;tf i. 

(24) 
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P(B)p(xIB) 

Fig. I-Conditions for minimum-recognition error rate. 

Several observations concerning (18) through (24) are worth noting. 
First, (22) indicates that the best performance that can be expected 
for any choice of a is 

P(E, a*) = P(C), (25) 

where a* is the value of a for which P(E, a) is minimized. This 
condition occurs only if a can be chosen so that the distribution 
P(A)p(xIA) lies entirely below a and P(B)p(xIB) lies entirely above 
a, as shown in Fig. 1. If a recognizer is implemented with only the LLR 
distance function, the probability of error will be 

P(EILLR only) = P(A) + P(C) (26) 

since error conditions (A) and (C) are mutually exclusive LLR-type 
errors. Hence, if P(A) > 0, then 

P(C) < P(EILLR only), 

indicating with (25) that 

(27) 

P(E, a*) < P(EILLR only) if P(A) > ° (28) 

and therefore recognition performance better than that obtained with 
LPC alone can be achieved by using distance function (13). Note also 
by (21) that random variable x ~ 0. The lower limits of the second and 
fourth integrals in (22) can be made ° without effect on P(E, a). Then, 
under the worst-case condition that P(A) = 0, the optimal value for a 
is a* = 0. Inspection of (13) indicates that, for a* = 0, D(i,j) is identical 
to the LPC component of the distance function, LLR(i, j). Thus, the 
worst performance that can be expected is the LPC error rate. 

Under good conditions, IL(i, j) I will be small for condition (A) and 
IE(i, j) I will be small for condition (B). Thus, the mean of the 
distribution P(A)p(xIA) will be low, while the mean of the distribution 
P(B)p(xIB) will be large, as shown in Fig. 2. The probability of 
recognition error, which consists of P( C) plus the shaded area shown 
in Fig. 2, is minimized by the value of a* shown. If we assume that 
P(A)p(xIA) and P(B)p(xIB) are normally distributed as in Fig. 2, 
then the shaded area will be less than the area of P(A)p(xIA), i.e., 
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P(E, a*) < P(A) + P(C), (29) 

which by (26) yields 

P(E, a*) < P(EILLR only). (30) 

Thus, not only can we guarantee that performance will be no worse 
than LPC recognition performance, but, if the conditions of Fig. 2 can 
be established, we can guarantee better performance by properly 
choosing a. 

Differing DTW paths owing to the interaction of the LLR and LER 
components of d(T, R) will cause the distributions P(A)p(xIA) and 
P(B) p(x I B) to vary with different values for coefficient a. Conse
quently, the determination of coefficient a may require several itera
tions of selecting a and redefining (13) until a stable value for a is 
obtained. Under adverse conditions P(A)p(xIA) and P(B)p(xIB) may 
overlap considerably and the number of recoverable errors may be 
small. 

III. EXPERIMENTAL RESULTS 

Experiments were conducted on speech collected from several talk
ers speaking an "airlines" vocabulary.6 This vocabulary consisted of 
129 words that would commonly be used to obtain information from 
airline scheduling service. The range of words is broad enough to be 
considered a good cross section of English speech. The reference words 
were generated by clustering the speech of several male and female 
talkers to form speaker-independent templates.7 Six clustered tem
plates for each of the 129 words were generated resulting in a reference 
file of 774 templates. The average duration of all words was 42 frames 
and this was the duration used for word length normalization. 

Test sets were studied for two male and two female talkers (not of 
the reference set) in order to choose an approximate value for the 
weighting coefficient a. The LLR and LER distance functions were 
not linked together for these experiments. Thus, two different DTW 
paths were generated, one for LLR distances and one for LER dis-

P(B)p(xIB) 

....... 
--- UNRECOVERED ERRORS 

Fig. 2-Conditions for low-recognition error rate. 
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Table I-Statistics on LLR and LER distance measures 
for the four data sets 

Data Set (Talker Sex) 1 (M) 2(M) 3 (F) 4 (F) 

LLR Recognition First Choice 9.3% 12.4% 22.5% 21.7% 
Error First Two Choices 3.9% 5.4% 10.8% 12.4% 

LER Recognition First Choice 77.5% 72.1% 75.2% 73.6% 
Error First Two Choices 66.7% 60.5% 63.6% 58.9% 

Correlation Correct Words 0.093 0.183 0.205 0.227 
LLRvs. LER Incorrect Words 0.205 0.175 0.143 0.144 

tances. The accumulated LER distance was also determined along the 
DTW path generated by the LLR distances to evaluate the effects of 
the warp path on the accumulated LER distance. (It was found, early 
in the investigation, that the LLR distance would be the dominant 
force in directing the DTW path.) Statistics were gathered on the 
number of recognition errors for both distance measures, the distri
butions for LLR distances and LER distances were calculated, and the 
distributions P(A)p(xIA) and P(B)p(xIB) were determined. In addi
tion, correlation matrices were calculated for LLR, LER, and LER 
along the LLR path. The results are shown in Table I and Fig. 3. The 
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Fig. 3-DTW statistics for unlinked LLR and LER distances. 
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captions in Fig. 3 are read as follows. D I c is distance to correct 
reference, DI i is distance to incorrect reference, and LER(LLR) is the 
LER distance along the LLR-controlled DTW path. 

The plots of P(A)p(xIA) and P(B)p(xIB) of Fig. 3 indicate that an 
initial value of a should be between 1.0 and 5.0. The correlations of 
LLR and LER (Table I) indicate that there is little redundancy and, 
hence, useful information may be obtainable by combining the LLR 
and LER distance measures. The plots of P(A)p(xIA), as shown in the 
figure, are quite jagged due to the low number of samples obtained; 
however, the optimal value of a was actually determined by inspection 
of the samples of the two distributions. Although this is a somewhat 
tedious process, it ensures that the best value for a is obtained from 
the available information. The graphical display of P(A)p(xIA) and 
P(B)p(xIB) gives good indication that the requirements for (29) and 
(30) are being met. 

Table I indicates that the recognition error rate for LER distance 
measures alone is very high. Even among the top two candidates, the 
correct word is found less than half of the time. Obviously, LER alone 
is not a good discriminating feature. The average LER distance [eq. 
(7)] from the test to a correct reference (i.e., from the same class as 
the test) is low in comparison to the LER distance to an incorrect class 
(about 1:1.75). This would normally indicate a good discriminating 
feature; however, the LER distances to both correct and incorrect 
references are very widely distributed and the amount of overlap of 
the two distributions is considerable (see Fig. 3). The LER distances 
along the DTW path of the LLR measure are less widely distributed 
but the overlap is still large. For comparison, the ratio of test to correct 
reference LLR distance with respect to incorrect reference LLR dis
tance averages about 1:1.97, and the amount of overlap of the distri
butions is relatively small. 

Tests were next conducted on the same speech data with the LLR 
and LER distances linked for DTW path determination. An initial 
value of a = 1.0 was used as a starting point for each test set. Statistics 
were gathered as previously, except that the combined LLR and LER 
distance, LLR component, and LER component were items of interest. 
The distributions of P(A)p(xIA) and P(B)p(xIB) were again calcu
lated. 

Several iterations of testing and evaluating were performed to obtain 
a good estimate for the coefficient a*. For speech data set 1 the value 
obtained for a* was 1.8. The statistical results are shown in Fig. 4 and 
Table II. A plot of the number of recognition errors predicted by the 
distributions of P(A)p(xIA) and P(B)p(xIB) as a function of x is 
shown in Fig. 5a for a = 3.0. The same test was run on the second set 
of speech data (at a = 3.0), and the plot shown in Figure 5b was 
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Fig. 4-DTW statistics for linked LLR and LER distances. 

obtained. Iterative application of the evaluation procedure yielded a 
final value of a = 5.0 for test set 2. Obviously, the selection of a is very 
sensitive to the speech data. In all cases, a value for a* could be found 
to improve the recognition accuracy over that for LPC-based recog
nition alone (indeed, for a = 3.0 the recognition error rate was lower 
for both data sets 1 and 2) but the optimal values predicted by error 
rate plots like those of Fig. 5 were considerably different. 

Further testing indicated that a single value for a could be chosen so 
that an improvement in recognition performance would be obtained 
for all of the testing sets. The values of a = 2.0 and a = 3.0, as indicated 
in Table II, show significant improvement for all four test sets. The 
average reduction in error rate is 23.9 percent for a = 2.0 and 29.8 
percent for a = 3.0. Thus, a speaker-independent recognizer can make 
use of the improvement in performance available by the inclusion of 
energy information using this technique. 

3.1 Analysis of the recognition errors 

It is interesting to examine the specific errors that were connected 
by using the combined energy plus LPC feature set. A list of all such 
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Table II-Word error rates as a function of a for the four data sets 
Data Set (Talker Sex) 1 (M) (%) 2 (M) (%) 3 (F) (%) 4 (F) (%) 

First Choice 9.3 12.4 22.5 21.7 
a = 0.0* 

First Two 3.9 5.4 10.8 12.4 

First Choice 6.2 10.8 17.8 20.9 
a = 1.0 

First Two 3.1 5.4 8.5 8.5 

First Choice 3.1 10.1 
a = 1.8 

First Two 2.3 7.0 

First Choice 3.9 10.8 20.2 18.6 
a = 2.0 

First Two 2.3 7.0 9.3 9.3 

First Choice 18.6 
a = 2.2 

First Two 9.3 

First Choice 18.6 
a = 2.8 

First Two 7.7 

First Choice 3.9 10.1 17.8 17.0 
a = 3.0 

First Two 2.3 7.0 7.7 10.8 

First Choice 17.0 
a = 3.4 

First Two 9.3 

First Choice 18.6 
a = 3.7 

First Two 10.8 

First Choice 9.3 
a = 5.0 

First Two 5.4 

First Choice 10.1 
a = 5.5 

First Two 5.4 

* Equivalent to LLR only. 

errors is given in Table III. This table gives the correct word, the word 
recognized using LPC alone (a* = 0), the test set in which the error 
occurred, and a classification as to the type of error initially made. 
The classification code describes the phonetic nature of the correct 
and misrecognized words as one of the following: 

(i) MS-Simple monosyllabic word 
(ii) MS + A-monosyllabic word plus affix (final stop or fricative 

consonant) 
(iii) PS-polysyllabic word. 

An examination of the 34 words in Table III shows that 11 of the 
corrections involved a polysyllabic word (as either the correct word or 
the word recognized using LPC alone), nine of the corrections involved 
monosyllabic words with affixes, and the remaining 14 corrections 
involved monosyllabic words. 
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A similar list of the words that were incorrectly recognized using the 
combined distance metric is given in Table IV. The format for this 
table is similar to that of Table III except that the classification code 
refers to the correct word and the word originally recognized using the 
LPC distance alone. It can be seen that eight new errors are introduced 
by the combined metric that were not present using LPC alone. Hence, 
a total net improvement of 26 words was obtained using the combined 
distance metric. 

Of the 53 errors given in Table IV, 16 involve a polysyllabic word 
(either the correct or the LPC misrecognized word), 23 involve only 
monosyllabic words, and 13 involve polysyllabic words with affixes. 

The data of Tables III and IV indicate that the inclusion of energy 
into the distance metric leads to a fairly uniform improvement in 
accuracy across all three types of word classifications. The results also 
indicate that, for the most part, the remaining errors involve acousti
cally similar words, whereas the corrections generally come from errors 
involving acoustically different sounding words. 
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Table III-List of words misrecognized using LPC alone but correctly 
recognized using energy combined with LPC 

Word Recognized 
Correct Word From LPC Alone Test Set Classification Code 

Boston Washington 3 (PS,PS) 
Card I 3 (MS+A,MS) 

Depart July 4 (PS, PS) 
Detroit Information 1 (PS, PS) 
Does Five 3 (MS,MS) 

Eight Seat 1 (MS+A, MS+A) 
First Express 3 (MS+A,PS) 
First Express 4 (MS+A,PS) 

I Lockheed 3 (MS,PS) 
Like Flight 4 (MS+A, MS+A) 

Many May 3 (MS,MS) 
May Change 2 (MS,MS) 

Morning Miami 4 (PS, PS) 
My By 2 (MS,MS) 

Number November 4 (PS, PS) 

Oh Of 4 (MS,MS) 
On Arrival 4 (MS,PS) 
One What 3 (MS,MS+A) 
Pay A 2 (MS,MS) 

Phone Five 2 (MS,MS) 

Please Seat 1 (MS,MS+A) 
Seats Seat 1 (MS+A, MS+A) 
Seats Seat 3 (MS+A, MS+A) 
Some From 3 (MS,MS) 
Some From 4 (MS,MS) 

Ten Afternoon 4 (MS,PS) 
There Fare 3 (MS,MS) 
Three Detroit 2 (MS,PS) 
Time Card 3 (MS, MS+A) 
Times Five 1 (MS+A,MS) 

To Do 3 (MS,MS) 
Twelve Five 4 (MS,MS) 

Uh How 3 (MS,MS) 
When Would 1 (MS,MS) 

IV. CONCLUSIONS 

The addition of energy information to the LPC distance improves 
recognition performance significantly. It is likely that the energy 
information would significantly improve the error rate on certain kinds 
of anomalies in the speech, such as partially voiced words and lip pops. 
These anomalies sometimes cause a test word to match reference 
words that have similar spectral patterns but significantly different 
energy patterns. Unfortunately, data bases of speech containing these 
kinds of erroneous sounds are not yet readily available and testing of 
this hypothesis must be deferred until such data are generated. 

The selection of the weighting coefficient, a, is quite sensitive to the 
speech data. For that reason, the value of a* will usually be different 

LPC-BASED WORD RECOGNITION 2985 



Table IV-Word incorrectly recognized using the combined distance 
metric 

Word Recog-
Correct Word Recognized nized From LPC Test 
Word From LPC Alone + Energy Set Classification Code 

A May Pay 2 (MS,MS) 
A A Pay 3 (MS,MS) 

Boston Boston What 2 (PS, MS+A) 
By I I 2 (MS,MS) 
By I I 3 (MS,MS) 

By Like I 4 (MS,MS+A) 
Change Change Stops 4 (MS,MS+A) 
Code Card Card 3 (MS+A, MS+A) 
Code Card Card 4 (MS+A, MS+A) 
Code Coach Coach 2 (MS+A,MS) 

DC BAC BAC 4 (PS,PS) 
Do Will Code 4 (MS,MS) 

Eight Eight Take 3 (MS+A, MS+A) 
Flight Flight Flights 4 (MS+A, MS+A) 
Flights Flight Flight 3 (MS+A, MS+A) 

Flights Flight Flight 4 (MS+A, MS+A) 
For Five Five 4 (MS,MS) 

Four Five Five 4 (MS,MS) 
From From Eleven 4 (MS, PS) 

Go Twelve Club 3 (MS,MS) 

Home How How 4 (MS,MS) 
I By By 1 (MS, MS) 

In In AM 3 (MS,PS) 
Is In In 4 (MS,MS) 

Leave Please Please 3 (MS,MS) 

Many Pay Pay 1 (PS,MS) 
March Much Much 4 (MS,MS) 
Much March March 3 (MS,MS) 

My I By 3 (MS,MS) 
Nine Washington Morning 4 (MS,PS) 

October September September 1 (PS,PS) 
Oh How How 2 (MS, MS) 
Oh How How 3 (MS,MS) 
On Five Five 2 (MS,MS) 
One When When 4 (MS,MS) 

PM Seattle Seattle 4 (PS, PS) 
Pay Friday Friday 3 (MS,PS) 

Phone From From 4 (MS,MS) 
Please April Thee 4 (MS,PS) 
Prefer There Fare 3 (PS,MS) 

Seat Seats Seats 3 (MS+A, MS+A) 
Sunday Saturday Saturday 3 (PS,PS) 

Ten AM PM 2 (MS,PS) 
The Five Five 3 (MS,MS) 
Thee DC DC 1 (MS,PS) 

Thee Make Three 2 (MS,MS+A) 
There Fare Fare 2 (MS,MS) 
Times Office Five 3 (MS, PS) 
Two Do Do 4 (MS,MS) 
Want What What 4 (MS+A, MS+A) 
What Want Want 2 (MS+A, MS+A) 
When When Morning 4 (MS,PS) 
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for each talker in the testing set. Consequently, this method is likely 
to be more effective for speaker-trained recognition than for speaker
independent recognition systems. However, a value of (\' = 2 or (\' = 3 
has been found to work well for the test sets used in this study and will 
probably work for most test sets. 
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It has long been known that one of the key factors in determining 
the accuracy of isolated word recognition systems is the size and/or 
complexity of the vocabulary. Although most practical isolated word 
recognizers use small vocabularies (on the order of 10 to 50 words), 
there are many applications that require medium- to large-size vo
cabularies (e.g., airlines reservation and information, data retrieval, 
etc). This paper discusses the problems associated with speaker
trained recognition of a large vocabulary (1109 words) of words. It is 
shown that the practicability of using large vocabularies for isolated 
word vocabularies is doubtful, both because of the problems in train
ing the system, and because of the difficulty the user has in learning 
and remembering the vocabulary words for any significant size 
vocabulary. The importance of studying large word vocabularies for 
recognition lies in the flexibility it provides for understanding the 
effects of vocabulary size and complexity on recognition accuracy for 
both small- and medium-size vocabularies. By constructing subsets 
of the total vocabulary for recognition, we show that a judicious 
choice of words can lead to significantly better recognition accuracy 
than a poor choice of the words in the subset. We show that for each 
doubling of the size of the vocabulary, the recognition accuracy tends 
to decrease by a fixed amount, which is different for each talker. 

I. INTRODUCTION 

In the field of automatic speech recognition, the only type of system 
to date that has proven useful and practical is the isolated word 
recognizer. Isolated word recognizers have been in use commercially 
for a number of years,1-5 and have been extensively studied in several 

* Work performed on BLESP summer assignment at Bell Laboratories. 
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major research laboratories throughout the world.6
-

13 For the most 
part, applications of isolated word recognizers have limited themselves 
to vocabulary sizes ranging from small (10 to 30 words) to moderate 
(30 to 200 words). There are several reasons why there are no com
mercially available systems that can recognize words from large vo
cabularies (greater than 200 words). These include: 

(i) The difficulty of training the system on large vocabularies 
(ii) The storage required for word templates for large vocabularies 

(iii) The processing required to recognize words from large vo
cabularies 

(iv) The difficulty of accurately recognizing word vocabularies that 
would be useful in a variety of applications. 
The computational problems associated with reasons ii and iii above 
(i.e., large storage and large amounts of computation) are rapidly 
becoming less important as memory and processing costs decrease, 
and should continue to do so for the forseeable future. The problems 
in training are very real ones, and will be discussed further in this 
paper. The problems associated with choice of vocabulary words and 
accuracy of word recognition are the main topics of this paper. * 

Although the practicability of large vocabularies for isolated word 
recognition is doubtful, the experimental use of large vocabularies 
provides the opportunity to examine significant issues in automatic 
word recognition that cannot be examined with small vocabularies. If 
the vocabulary is sufficiently general, in some sense, it is possible to 
choose several smaller partitions from the vocabulary, of a given size 
or complexity, and thereby better understand the effects of vocabulary 
size, or complexity, on word recognition accuracies. 

At the present time it is not even known how currently available 
isolated word recognizers would perform on large vocabularies-i.e., 
what factors would most influence accuracy. For small- and medium
size vocabularies there is a wide body of experimental data that 
indicates that vocabulary complexity (not size) is the key indicator of 
accuracy.8,12,14 Furthermore, most experimental studies have shown 
that speaker-independent word recognizers can (and do) perform as 
well as speaker-trained recognizers; however, they require an order of 
magnitude more computation.15 

A brief summary of recent experimental results on isolated word 
recognition is given in Table I. The results given in this table illustrate 
the complex relationship between accuracy and vocabulary size and 
complexity. In Section II of this paper we give a simple model that 
helps to explain this relationship in terms of the relationships between 

* For any practical system, using a large vocabulary of isolated words, syntactic 
constraints of the recognition task would effectively reduce the vocabulary size and 
speed up the processing most of the time. 
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Table I-Accuracies of isolated word 
recognizers on several vocabularies 

Vocabulary 

10 digits [1, 12] 
26 letters of alphabet [16, 17] 
39 alphadigits [8, 12] 
54 computer terms [18, 19] 
91 North American States [14] 

129 Airline terms [20, 21] 
561 Words and Phrases [18] 

Speaker 
Trained 

(%) 

99 
80 
87 
99 
99 
88 
92 

Speaker 
Inde

pendent 
(%) 

98 
70 
80 
96 

91 

words in the vocabulary. In Section III we describe an experiment 
designed to measure word recognition accuracy for an 1109-word 
vocabulary. The recognizer was run in a speaker-trained mode on six 
talkers (three male, three female), in which each talker used a robust 
training procedure to give individual word templates. In Section IV we 
discuss results on recognition of subsets of the 1109-word vocabulary. 
These results illustrate the degree to which choice of vocabulary words 
can influence word accuracy for given vocabulary sizes. Finally, in 
Section V we summarize our findings and discuss their implications 
for practical systems. 

II. MODEL FOR ISOLATED WORD RECOGNITION ACCURACY AND 
COMPLEXITY 

Assume we have a specified vocabulary, V, of Q words, i.e., 

V = {VI, V2, ••• , VQ}. (1) 

We define a word similarity index as D(Vi, Vi), which measures the 
distance (in whatever units are desirable) between pairs of vocabulary 
words, Vi and Vi. The distance can be an acoustic one (e.g., the average 
distance of the time-aligned words) or a phonetic one [e.g., the average 
number of phonemes (syllables, demisyllables) that are different in the 
words]. We next define a word overlap index, qi, for the ith vocabulary 
word as 

qi= C{j:s.t. D(Vi, Vi) :5 T}, (2) 

where C is the cardinality of the set of indices j such that the pairwise 
word distance score, D(Vi, Vi) * falls below a threshold T. Basically, qi 
is a count of the number of words in the vocabulary similar to word Vi. 

We can now define an average probability of error as 

* For simplicity we assume that work distances, D, are symmetric, i.e., D(Vi, Vj) = 
D(vj, Vi). In practice, for nonsymmetric distances we use the average pairwise word 
distance, i.e., [D(vj, Vj) + D(vj, vi)]/2. 
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Q 

P(EQ ) = L P(vi)P(EI Vi), (3) 
i=l 

where P( Vi) is the a priori probability word Vi is spoken, P(E I Vi) is the 
probability of error given word Vi is spoken.t Since we assume all words 
are equiprobable, we have 

(4) 

We now make the simplistic assumption that the probability of error 
given word Vi is spoken can be written as 

1 
P(Elvi) = 1 --, 

qi 
(5) 

i.e., we assume a random choice is made among the qi similar versions 
of word Vi. Clearly the resulting error rate based on this assumption is 
an overbound on the true probability of error. Combining eqs. (2) 
through (5) we get 

P(EQ ) = ~ f (1 -~). 
Q i=l qi 

(6) 

To illustrate the interpretation of eq. (6) consider calculating the 
average value of qi as 

1 Q 

if = Q L qi. 
i=l 

(7) 

The quantity if, which we call the average vocabulary complexity, is a 
measure of the average number of candidates in the vocabulary similar 
to any word. Since qi satisfies the constraint 

(8a) 

then if satisfies the constraint 

1:::; if:::; Q. (8b) 

Consider now a Q = 10 word vocabulary. We can define various 
possible sets of qi and compute P(EQ ) and if for each set. For example, 
if we have 

{qJ = {3,~3,3, 3,3,2,2,~2} 

then if = 2.6 and P(EQ ) = 0.6. Similarly, if 

{qi} = {7, 7, 7, 7, 7, 7, 7, 1, 1, I} 

(9a) 

(9b) 

t Technically, eq. (3) should contain a small residual error term that accounts for 
errors owing to improper recordings, mispronunciations, etc. We will omit this term for 
simplicity. 

2992 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



0.8 

0.6 

'0 
~ 

it 
0.4 

0.2 

q 

Fig. I-Plot of average word error rate as a function of average word complexity for 
all possible combinations of a IO-word vocabulary. The smooth curve is a hand-drawn 
curve, which approximates the average behavior of the data. 

then if = 5.2 and P(EQ ) = 0.6. The vocabulary of eq. (9a) consists of 
four subsets, two of which have three confusable words, and two of 
which have two confusable words. The vocabulary of eq. (9b) consists 
of one subset with seven confusable words, and three distinct words. 
Both vocabularies, however, yield identical error probabilities using 
the simple model given above. 

If we consider all possible subsets of the 10-word vocabulary, and 
plot the values of P(EQ ) versus if for each such subset, the resulting 
plot would be as shown in Fig. 1. This figure shows that for a given 
probability of error a wide range of vocabulary complexities can often 
be found. It also shows that as the probability of error goes to the 
residual value, the choice of vocabularies becomes sparse-i.e., only 
well-designed vocabularies will achieve the lowest error rates. 

This simple word recognition model could also be described in 
information theoretic terms based on channel models.22 From such 
models one could derive plots equivalent to the one of Fig. 1. 

Consider applying the word recognition model to some of the vo
cabularies of Table I. For the 10 digits we get (using qi = 1, all i) 
P(E lO ) = 0, if = 1. For the 26 letters of the alphabet (ordered alpha
betically), using* 

{qJ = {1,5,2,~ 5,2, 5, 1,2,2,2, 1,~2, 1,2, 1, 1,2,2, 1,5, 1, 1, 2, 2} 

we get if = 2.2, P(E26 ) = 0.385. For the 39-word alphadigit vocabulary16 

* The values of qi for the alphabet were obtained from the letter confusion matrix in 
Ref. 16. 
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we get if = 2 and P(E39 ) = 0.2B. For the 54-word computer terms 
vocabulary18,19 we get if = 1.1 and P(E54 ) = 0.04. For the 129-word 
airline terms vocabulary2o,21 we get if :::: 1.1 and P(E 129) = O.OB. By 
comparing the error probabilities from the model with those given in 
Table I it can be seen that a reasonable match to all vocabularies can 
be obtained using this simple recognition model. 

The major purpose of this section has been to illustrate the range of 
variability in error rate associated with a vocabulary of fixed-size Q 
words, and to roughly explain the source of variation. The key point is 
to keep in mind that judicious choice of vocabulary items can lead to 
considerably higher word recognition accuracies than can a poor choice 
of vocabulary items. We will illustrate this key point further in later 
sections of this paper. 

III. WORD RECOGNITION ON AN 1109-WORD VOCABULARY 

To evaluate the performance of an isolated word recognizer on large 
vocabularies, the linear predictive coefficient (LPC) based recognizer 
developed at Bell Laboratories was tested on a vocabulary of 1109 
words from the Basic English vocabulary of Ogden.23 The recognizer 
was tested in a speaker-trained mode with six talkers (three male, 
three female) each training the recognizer. 

Before presenting results of the evaluation tests, we briefly review 
the techniques used for recognition and training. 

3.1 The LPC-based word recognizer 

Figure 2 shows a block diagram of the LPC-based word recognizer. 
The input speech signal, s(n), recorded off a standard dialed-up tele
phone line, is bandpass-filtered between 100 and 3200 Hz, and digitized 
at a 6.67-kHz rate. The first step in the processing is the preprocessing 
and blocking step, which consists of a simple first-order pre emphasis 
network. The preemphasized signal is blocked into frames of 45 ms 
(N = 300) with each consecutive frame spaced 15 ms apart (L = 100). 
An B-pole LPC analysis (autocorrelation method) is performed on each 
frame of the word (which has presumably been located by an endpoint 

N 

s(n) PREPROCESSING 
AND 

BLOCKING INTO 
FRAMES 

LPC-BASED 
REFERENCE 
PATTERNS 

{
REFERENCE} 

PATTERN 
RECOGNIZED 

{
TEST } 

.--------, PATTERN DTW 
~ __ ~ ALI~~~ENT 

,---------, WO R D 

'--------' DISTANCE 

Fig. 2-Block diagram of isolated word recognizer. 
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detector), creating the test pattern T. This test pattern is compared 
with each reference pattern using a dynamic time warping (DTW) 
alignment algorithm, which simultaneously provides a distance score 
associated with the alignment. The distance scores for all the reference 
patterns are sent to a decision rule, which provides an estimate as to 
the spoken word, and possibly an ordered (by distance) set of the best 
n candidates. 

3.2 The robust training procedure 

The procedure used to obtain speaker-dependent reference patterns 
is the robust training procedure of Rabiner and Wilpon.24 For this 
method each talker speaks each vocabulary word repetitively (up to 
six times) until a pair of word tokens are deemed sufficiently similar 
(based on a DTW distance score). The word reference pattern is 
created by averaging the two time-aligned versions of the word (the 
autocorrelation coefficients of each frame are averaged). This proce
dure yields robust reference patterns since a tight similarity threshold 
is used to guarantee that the two tokens of the word are free of artifacts 
by either the talker (e.g., lip smacks, pops, heavy breathing), or from 
the transmission environment. In this manner it is essentially guar
anteed that each of the two tokens being averaged represents a valid 
pronunciation of the word. 

There are two points worth noting about the robust training proce
dure. The first is that each word is not spoken repetitively until the 
robust reference pattern can be created. To maximally separate in 
time the repetitions of each vocabulary word, the talker training the 
system speaks the entire vocabulary in a random sequence once each 
pass through the training. The disadvantage of such a procedure is 
that a considerable amount of storage is required to save the multiple 
versions of each word that may be required before a robust reference 
pattern can be obtained. The big advantage of this method is that each 
word token tends to be an independent pronunciation of the word; 
hence, word variability is easily and readily measured. 

The second point about the robust training concerns the validity of 
the reference pattern that is obtained. For words with stop releases at 
the end, e.g., act, back, stop, etc., a speaker will often vary the 
pronunciation (almost at random). Thus, on some occurrences of these 
words the speaker will release the stop consonant (leading to a burst 
at the end of the word) and on other occasions will not release the stop 
consonant. For such words it should be clear that the robust training 
procedure cannot adequately represent this dichotomous method of 
speaking the word and will instead lock onto one of the two variations. 
For such words a high probability of error is introduced, not by 
alternate competing words in the vocabulary, as discussed in Section 
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II, but instead by alternate competing word pronunciations. We see no 
simple or obvious way of handling this problem. 

The robust training procedure trades training time (on the part of 
the talker) for the ability to obtain robust reference patterns for each 
word in the vocabulary. For a large vocabulary, notably the 1109-word 
vocabulary, the average time to train all 1109 words was 5-1/2 hours 
for each talker! It became imminently clear to the authors that, in 
practice, one could never consider training speech recognizers for large 
vocabularies in such a manner. If the need ever arose for word 
recognition for large vocabularies, an automatic template generation 
procedure would be required in lieu of the robust training that was 
used here. Such automatic-template-generation techniques have been 
used by Mermelstein25 and by Rosenberg et a1.26 for equivalent size 
vocabularies using syllable and demisyllable representations of words. 

3.3 Isolated word recognition experiments 

To evaluate the isolated word recognizer on various size vocabular
ies, a series of word recognition experiments were run. For each of the 
six talkers, four complete test sets, each consisting of one token each 
of the entire 1109-word vocabulary, were recorded. The recording took 
place over four weeks in time, and required about eight hours of 
recording time for each talker. 

The entire data base was used in the first experiment, which con
sisted of measuring the error rate, E l109, as a function of talker (i), 
replication (j), and candidate position (n). This experiment provides 
the absolute performance measure of the word recognizer on the 
largest vocabulary tested to date. 

The next series of experiments basically considered subsets of the 
1109-word vocabulary for both training and testing. The Q-word subset 
of the vocabulary was chosen in several ways to study the influence of 
means of vocabulary choice on the error rate. The ways in which 
vocabulary entries were chosen for the Q-word vocabulary included: 

(i) Random without replacement-i.e., each of the Q vocabulary 
words was chosen at random from the 1109-word vocabulary. For each 
replication of this experiment, the Q words were chosen from the 
candidates not selected on previous trials. Clearly, a maximum number 
of trials, MT = 1109/Q, is possible with this selection procedure. Since 
we considered values of Q of 100,200,400, and 800, values of MTof 11, 
5, 2, and 1 were used, respectively, for the different values of Q. 

(ii) Random with replacement-i.e., each of the Q vocabulary 
words was chosen at random from the 1109-word vocabulary. On 
subsequent replications a new set of Q words was chosen at random, 
again from the complete set of 1109 words. For this method of word 
selection, the same vocabulary word could appear in several replica-
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tions of the vocabulary. To compare the results of this experiment 
with those of the one above, the same values of Q and MT were used. 

(iii) Vocabulary chosen based on best training tokens-i.e., the Q 
words of the vocabulary, for each talker, were chosen as the Q words 
(of the 1109) that required the fewest training tokens before the robust 
reference pattern was obtained. Such words represent the "easiest 
words to train on," and were expected to be least affected by inherent 
variability in word pronunciations. Values of Q of 100, 200, 400, and 
800 were used. 

(iv) Vocabulary chosen based on worst training tokens-i.e., the Q 
words of the vocabulary, for each talker, were chosen as the Q words 
that required the most training tokens before the robust reference 
pattern was obtained. Such words represent the "hardest words to 
train on," and were expected to be most affected by inherent variability 
in word pronunciations. Values of Q of 100, 200, 400, and 800 were 
used. 

(v) Vocabulary with proportional training statistics-i.e., the Q 
words of the vocabulary, for each talker, were chosen on an equal 
proportion with their statistics on training. Thus, if a talker had P 2 

training words requiring two replications, P3 training words requiring 
three replications, etc., then in the test set a total of (Pj /1109). Q words 
were chosen at random from the set of words requiring j training 
replications. In this manner a vocabulary with statistics representative 
of the training difficulty was obtained. Values of Q of 100, 200, 400, 
and 800 were used. 

(vi) Vocabulary with all monosyllabic words. A separate score was 
obtained using only the Q = 605 monosyllabic words in the 1109-word 
vocabulary. 

(vii) Vocabulary with all polysyllabic words. A separate score was 
obtained using only the Q = 504 polysyllabic words in the 1109-word 
vocabulary. 
The results of these word recognition experiments are given in the 
next section. 

3.4 Recognition test results 

The results of the first experiment, using all 1109 words in the 
vocabulary, are given in Table II and shown graphically in Figs. 3 and 
4. Table II shows values of E 1109(i, j, n) for values of i (i = 1, 2, ... , 6), 
j (j = 1, 2, 3, 4), and n (n = 1, 2, 3, 4, 5). Figure 3 shows plots of 
E 1109(i, j, n) versus n for each talker, i, and each replication, j. Figure 
4a shows plots of Ell09(i, n) versus n, where 

- .) 1 ~ E (.. ) ( ° ) E U09 (l, n = 4/:::1 1109 l, j, n , 1 a 
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Table II-Word error rates as a function of talker 
(i), replication (k), and word position (n) 

n 

Talker 2 3 4 5 k 

i = 1 12.3 6.3 4.2 3.7 2.9 1 
18.8 9.8 7.2 5.0 4.2 2 
15.6 9.4 6.0 4.4 3.8 3 
12.1 6.4 4.1 2.4 2.1 4 

i = 2 6.1 2.5 1.4 1.0 0.8 1 
5.7 2.4 1.5 1.4 1.2 2 
6.0 2.1 1.3 1.0 0.9 3 
6.4 3.1 1.9 1.4 1.3 4 

i = 3 18.4 12.2 10.2 9.2 8.6 1 
19.9 13.1 10.9 9.2 8.7 2 
23.0 15.7 12.3 10.6 10.0 3 
17.8 12.9 10.1 8.9 8.4 4 

i=4 40.2 31.2 27.1 24.3 23.4 1 
38.0 29.9 26.1 24.1 22.4 2 
46.7 36.9 32.2 29.8 27.5 3 
48.3 39.9 35.2 32.3 30.1 4 

i = 5 17.7 10.9 8.7 7.2 6.3 1 
24.8 16.5 12.9 11.0 9.8 2 
20.9 23.5 9.9 7.6 6.9 3 
27.3 17.9 14.2 13.0 11.6 4 

i = 6 17.0 12.0 9.7 8.3 7.3 1 
17.3 12.4 9.9 8.6 7.7 2 
21.1 15.0 11.8 10.3 9.6 3 
18.6 12.4 9.9 8.8 7.8 4 

where El109 (i, n) is the error rate averaged over replications; Fig. 4b 
shows the grand average plot Eno9(n) versus n, where 

A 1 6 _ 

E no9(n) = - L E no9(i, n) (lOb) 
6 i=l 

1 64 

= 24 i~l j~l E l109(i, j, n). (10c) 

Two points in the results are worth noting. It can clearly be seen 
that within the four replications of a single talker, the error rate scores 
for a given value of n do not vary a great deal (relative to the absolute 
error rates). However, across talkers a large amount of variation in 
error scores is seen for all values of n (see Fig. 4a). Thus, talker 4 has 
an average error rate of 43.3 percent for n = 1, whereas talker 2 has an 
average error rate of 6.0 percent, a range of over 7 to 1 in error rates. 

The grand average (over talkers and replications) error rate curve 
shows an average error rate of 20.8 percent of the top candidate, and 
the error rate falls to 9.3 percent for the top five candidates. Although 
these absolute scores are highly biased by the talker with the high 
error rate (talker 4), the curves of Fig. 4 show that the error rate for all 
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Fig. 3-Word error rate scores for each talker and for each replication as a function 
of word candidate positions. 

talkers displayed similar trends, and hence the grand average curve is 
representative of the overall behavior of the isolated word recognizer 
for this vocabulary. 

The results of the tests using subsets of the 1109-word vocabulary 
are given in Table III. For each talker and for each vocabulary partition 
size Q, this table gives the average error rate (averaged over the four 
replications) for the top candidate as a function of the subset condition 
(1 to 7 as described previously). An examination of the data in this 
table shows the following: 

(i) Conditions 1 and 2 (random selection without and with replace
ment) lead to essentially the same error scores on all subsets of the 
vocabulary for all talkers. 

(ii) For small vocabulary sizes (Q = 100, 200) selection of vocabu
lary items based on training statistics leads to very different error 
rates, depending on the exact set of training statistics used. The error 
rate scores for condition (iii) (best training words) were significantly 
lower than the error rate scores for condition (iv) (worst training 
words). The error rate scores for condition (v) (equal proportions) 
were essentially comparable to those of conditions (i) and (ii) and 
somewhere between those of conditions (iii) and (iv). 
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(iii) For the larger vocabulary partitions (Q = 400, 800) the effects 
of choosing vocabulary words based on training statistics on the error 
rate were small. 

(iv) The error rates for monosyllabic words alone [condition (vi)] 
were always significantly larger than for any other subset (or even the 
whole vocabulary) of the vocabulary; similarly, the error rate scores 
for polysyllabic words alone [condition (vii)] were significantly smaller 
than for any other subset of the vocabulary. 

Figure 5 shows a summary plot of the average error rate for each 
talker as a function of the logarithm of the vocabulary size, and a least 
squares regression fit to the data points. The data points represent 
averages of conditions (i) and (ii) data of Table II. It can be seen that 
remarkably good fits to the data are obtained, for all talkers, by the 
least squares regression line. It should be noted that the scales for each 
talker are different, reflecting the differences in absolute error rates. 
Similarly, the slopes of the linear fits are different for each talker. In 
particular the slopes for the individual talkers are 3.1, 1.3, 2.9, 5.7, 4.0, 
and 3.2, respectively. A slope of a means that for each doubling of 
vocabulary size, the predicted error rate increases by a percent. 
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Table III-Average word rates as a function of the partitioning of the 
vocabulary for each talker 

Q 

Condition 100 200 400 800 605 504 

Talker 1 1 3.9 6.4 9.1 13.1 
2 4.2 5.7 9.4 12.3 
3 2.5 7.4 7.7 12.2 
4 5.3 8.0 10.6 12.9 
5 2.5 6.2 9.2 12.9 
6 20.8 
7 6.1 

Talker 2 1 1.9 2.6 4.0 6.1 
2 1.5 2.4 3.2 5.6 
3 1.5 2.4 2.8 4.2 
4 3.5 4.6 4.8 5.7 
5 3.0 2.1 3.8 4.6 
6 10.0 
7 2.0 

Talker 3 1 10.2 12.9 15.3 18.1 
2 9.3 10.8 14.7 17.7 
3 9.0 10.9 12.1 15.2 
4 25.7 21.6 18.9 18.9 
5 9.0 11.1 12.7 16.1 29.5 
6 
7 7.4 

Talker 4 1 23.2 28.0 33.3 40.9 
2 24.6 29.0 34.6 40.8 
3 19.8 25.0 29.8 37.5 
4 31.7 37.2 40.5 43.3 
5 23.7 24.6 34.2 38.2 
6 53.4 
7 28.0 

Talker 5 1 8.9 12.0 15.3 20.3 
2 9.2 11.5 15.5 20.4 
3 8.0 9.0 13.0 18.6 
4 18.7 19.5 18.2 21.5 
5 9.0 11.1 14.2 19.3 
6 30.9 
7 11.8 

Talker 6 1 7.5 10.0 13.5 17.0 
2 7.8 10.3 13.4 17.3 
3 4.7 7.4 10.2 14.3 
4 15.2 17.1 18.8 18.5 
5 7.5 8.2 12.6 14.6 
6 28.2 
7 6.6 

IV. DISCUSSION 

The results presented in the previous section demonstrate clearly 
the effects of vocabulary complexity on error rate for isolated word 
recognizers. They also show the high degree of variability among 
talkers in the error rates for almost any size vocabulary. 

Perhaps the most startling observation from the data of Fig. 5 is the 
fact that, for each talker, a doubling in the vocabulary size leads to a 
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constant (talker-dependent) increase in error rate. This effect has been 
noted previously by Smith and Erman27 in their work on word hypoth
esizing for large vocabulary recognizers. The explanation for this effect 
is that the error rate is essentially proportional to the density of words 
in the pattern space [e.g., the factor (1 - l/qi) in eq. (6)]. As the 
number of words in the vocabulary doubles (by random selection), the 
density increases a constant amount, thereby leading to a constant 
increase in error rate. 

The fact that different talkers have different absolute error rates 
and different slopes for the same vocabulary sets can be explained by 
the model of Section II as follows. We postulate that the word similar
ity threshold, T, of eq. (2) is a talker-dependent threshold in that it is 
a function of the inherent variability of a talker in repeating a given 
vocabulary word. For some talkers (e.g., Talker 2) the threshold is set 
very low and hence very few vocabulary words have qi values greater 
than 1. For other talkers (e.g., Talker 4) the threshold is set very high 
and therefore most vocabulary words have qi values greater than 1. 
Thus, the absolute error rate [eq. (6)] will be much higher for talkers 
with high variability in their word pronunciations than for talkers with 
low variability in their word pronunciations. Similarly, the increase in 
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error rate for a doubling of vocabulary size is a function (to first order) 
of the absolute error rate since the density of words in pattern space 
increases more rapidly for talkers with high word variability than for 
talkers with low variability. 

If the words in the vocabulary are not chosen at random [e.g., 
conditions (iii) to (vii) in Section 3.4] then the above analysis is not 
correct. For example, by choosing words with poor training statistics 
the average word density is higher than expected, leading to higher 
word error rates. Similarly, by choosing words with good training 
statistics, the average word density is lower than expected. Since most 
words had good training statistics, the effect on the error rate of 
choosing good training words is generally much smaller than the effect 
of choosing poor training words. For values of Q approaching 1109 
(e.g., Q = 800 and Q = 400), both effects are smaller since there are 
only a small number of words (for each talker) whose training statistics 
were poor. 

The average error rates for monosyllables versus polysyllables viv
idly point out the strong effects of vocabulary complexity. The mono
syllable vocabulary of 605 words has a much higher complexity than 
the total 1109-word vocabulary; hence, it has a much higher error rate 
for all talkers. Similarly, the 504-word polysyllable vocabulary has a 
much lower complexity than the 1109-word vocabulary and therefore 
a much smaller error rate. 

V. SUMMARY 

In this paper we have presented results of a series of speaker-trained, 
isolated word recognition tests on a 1109-word vocabulary, and various 
subsets of the vocabulary. We have shown that although a great deal 
of variability in error scores was noted across talkers, a fairly good 
consistency in error scores across replications by the same talker was 
attained. On the total vocabulary an average (over talkers) error rate 
of 20.8 percent on the top candidate and 9.3 percent on the top five 
candidates was obtained. These scores represent the anticipated av
erage performance of the recognizer across different talkers. The best 
talker achieved a 6.0-percent error rate on the first candidate, whereas 
the worst talker achieved a 43.3-percent error rate on the first candi
date. 

By considering various subsets of the 1109-word vocabulary we were 
able to show that the method of selection of the words within the 
vocabulary had a strong effect on the word error rate achieved. 
However, when we used randomly chosen vocabulary subsets all 
talkers had error rates that increased by a constant percentage for 
each doubling in the vocabulary size. A simple explanation for this 
effect was given. 

WORD RECOGNITION FOR LARGE VOCABULARIES 3003 



REFERENCES 

1. T. B. Martin, "Practical Applications of Voice Input to Machines," Proc. IEEE, 64 
(April 1976), pp. 487-501. 

2. S. Moshier, "Talker Independent Speech Recognition in Commercial Environ
ments," in Speech Commun. Papers, 97th ASA Meeting, June 1979, pp. 551-3. 

3. Interstate Electronics Corp., Voice Data Entry System, unpublished technical 
descriptions. 

4. Centigram Corp., Mike, unpublished technical descriptions. 
5. Heuristics Corp., Speechlab, unpublished technical description. 
6. W. Lea, ed., Trends in Speech Recognition, Englewood Cliffs, NJ: Prentice-Hall, 

1980. 
7. D. R. Reddy, ed., Speech Recognition, New York: Academic, 1974. 
8. F. Itakura, "Minimum Prediction Residual Principle Applied to Speech Recogni

tion," IEEE Trans. Acoust., Speech, Signal Processing, ASSP-23 (February 1975), 
pp.67-72. 

9. A. E. Rosenberg and F. Itakura, "Evaluation of an Automatic Word Recognition 
System Over Dialed-up Telephone Lines," J. Acoust. Soc. Amer., suppl. 1, 60 
(1976), p. S12. 

10. M. R. Sambur and L. R. Rabiner, "A Speaker-Independent Digit-Recognition 
System," B.S.T.J., 54 (January 1975), pp. 81-102. 

11. L. R. Rabiner, "On Creating Reference Templates for Speaker Independent Rec
ognition of Isolated Words," IEEE Trans. Acoust., Speech, Signal Processing, 
ASSP-26 (February 1978), pp. 34-42. 

12. L. R. Rabiner, S. E. Levinson, A. E. Rosenberg, and J. G. Wilpon, "Speaker
Independent Recognition of Isolated Words Using Clustering Techniques," IEEE 
Trans. Acoust., Speech, Signal Processing, ASSP-27 (August 1979), pp. 336-49. 

13. J. S. Bridle and M. D. Brown, "Connected Word Recognition Using Whole Word 
Templates," in Proc. Inst. Acoust., Autumn 1979. 

14. G. M. White and R. B. Neely, "Speech Recognition Experiments With Linear 
Prediction, Bandpass Filtering, and Dynamic Programming," IEEE Trans. 
Acoust., Speech, Signal Processing, ASSP-24 (April 1976), pp. 183-8. 

15. L. R. Rabiner and S. E. Levinson, "Isolated and Connected Word Recognition
Theory and Selected Applications," IEEE Trans. Commun., COM-29, No.5 (May 
1981), pp. 621-59. 

16. B. Aldefeld, L. R. Rabiner, A. E. Rosenberg, and J. G. Wilpon, "Automated Directory 
Listing Retrieval System Based on Isolated Word Recognition," Proc. IEEE, 68, 
No. 11 (November 1980), pp. 1364-79. 

17. A. E. Rosenberg and C. E. Schmidt, "Automatic Recognition of Spoken Spelled 
Names for Obtaining Directory Listings," B.S.T.J., 58, No.8 (October 1979), pp. 
1797-1823. 

18. P. Vicens, "Aspects of Speech Recognition by Computer," Ph.D dissertation, Stan
ford University, April 1969. 

19. L. R. Rabiner and J. G. Wilpon, "Speaker-Independent Isolated Word Recognition 
for a Moderate Size (54-Word) Vocabulary," IEEE Trans. Acoustics, Speech, and 
Signal Processing, ASSP-27, No.6 (December 1979), pp. 583-7. 

20. S. E. Levinson and A. E. Rosenberg, "A New System for Continuous Speech 
Recognition-Preliminary Results," Proc. Int. Conf. on Acoustics, Speech, and 
Signal Processing (April 1979), pp. 239-43. 

21. J. G. Wilpon, L. R. Rabiner, and A. Bergh, "Speaker-Independent Isolated Word 
Recognition Using a 129-Word Airline Vocabulary," J. Acoust. Soc. Am., 72, No. 
2 (August 1982), pp. 390-6. 

22. R. M. Fano, Transmission of Information, A Statistical Theory of Communications, 
Cambridge, MA: MIT Press, Wiley, 1961, pp. 186ff. 

23. C. K. Ogden, Basic English: International Second Language, New York: Harcourt, 
Brace and World Inc., 1968. 

24. L. R. Rabiner and J. G. Wilpon, "A Simplified Robust Training Procedure for 
Speaker Trained, Isolated Word Recognition Systems," J. Acoust. Soc. Am., 68, 
No.5 (November 1980), pp. 1271-6. 

25. M. J. Hunt, M. Lennig, and P. Mermelstein, "Experiments in Syllable-Based 
Recognition of Continuous Speech," Proc. Int. Conf. on Acoustics, Speech, and 
Signal Processing, Denver, Colorado (April 1980), pp. 880-3. 

26. A. E. Rosenberg, L. R. Rabiner, S. E. Levinson, and J. G. Wilpon, "A Preliminary 
Study on the Use of Demisyllables in Automatic Speech Recognition," Proc. Int. 

3004 THE BELL SYSTEM TECHNICAL JOURNAL, DECEMBER 1982 



Conf. on Acoustics, Speech, and Signal Processing, Atlanta, Georgia (March 1981), 
pp.967-70. 

27. A. R. Smith and L. D. Erman, "NOAH-A Bottom-Up Word Hypothesizer for 
Large Vocabulary Speech Understanding Systems," IEEE Trans. Pattern Analysis 
and Machine Intelligence, PAMI-3, No.1 (January 1981), pp. 41-51. 

WORD RECOGNITION FOR LARGE VOCABULARIES 3005 





Copyright © 1982 American Telephone and Telegraph Company 
THE BELL SYSTEM TECHNICAL JOURNAL 

Vol. 61, No. 10, December 1982 
Printed in U.S.A. 

Multitone Frequency-Hopped MFSK System for 
Mobile Radio 

By UZI TIMOR 

(Manuscript received October 12, 1981) 

A digital spread spectrum technique employing frequency hopping 
and multilevel frequency-shift keying has recently been examined for 
possible application in mobile radiotelephony. Two system param
eters, the number of bits per message and the number of tones in the 
frequency-hopping sequence, are determined by the available band
width and the data rate of each user. These parameters in turn 
determine the tone duration, which strongly influences the vulnera
bility of the system to transmission distortions. In this paper we 
describe a generalization of the MFSK scheme that allows users to 
transmit more than one tone simultaneously. Multitone transmission 
makes it possible for designers to increase the duration of each tone 
by increasing the total number of system frequencies. This flexibility 
slightly increases maximum efficiency and makes the system less 
vulnerable to multipath delay spread. It could also have implemen
tation advantages. 

I. INTRODUCTION 

A multiple access modulation technique that uses multilevel fre
quency shift keying (MFSK) to modulate frequency-hopped spread 
spectrum carriers has been examined for possible applications in 
satellite communication1 and in digital mobile radiotelephony.2 In 
every time frame, each user communicates a K-bit message by fre
quency-shifting a tone sequence that is unique to the user. System 
efficiency depends strongly on the length of the sequence (L tones per 
message) and on the size of the tone alphabet. The total available 
bandwidth and the transmission rate of each user determine an opti
mum K, L pair; unless the system design parameters are very near this 
optimum, efficiency is prohibitively low. 

As Refs. 1 and 2 report, K, L, and the user bit rate determine the 
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duration of each tone. An important transmission impairment in 
mobile radio is the multipath delay spread (the difference in delays 
between the various simultaneous propagation paths). This delay 
spread makes it difficult to communicate with short tones and, in fact, 
the 13-p.s tone duration prescribed by the optimum K and L derived in 
Ref. 2 is uncomfortably close to delay spreads observed in practice. 

The purpose of this paper is to propose a modification of the 
modulation scheme that increases design flexibility. By increasing the 
size of the tone alphabet and allowing each user to transmit more than 
one tone simultaneously, a designer can increase the duration of each 
tone, thereby making the system less vulnerable to multipath delay 
spread without degrading overall efficiency. In fact, there is a slight 
improvement (10 to 20 percent) in the maximum number of simulta
neous users. 

For example, with a total (one-way) bandwidth of 20 MHz and users' 
rate of 32 kb/s, a conventional system can be designed with K = 8 bits 
per message and L = 19 tones per message. The tone duration is 13 
p.s and up to 209 users can operate simultaneously with a bit-error 
probability less than 10-3

• If the bit rate is 31.96 kb/s, K = 9, L = 11 is 
possible with a tone duration of 25 p.s and 216 simultaneous users. 
With two-tone operation and K = 9, L = 11, the tone duration is 26 
p.s and 225 users can share the bandwidth. Other possibilities are K = 
10, L = 6 (237 users, 52 p.s time slots) and K = 11, L = 3 (224 users, 115 
p.s time slots). 

II. SYSTEM DESCRIPTION 1
,2 

2. 1 Principle of operation 

The elementary signals are a set of 2K tones, each of duration 'T 
seconds. Each link (between a mobile user and the base station) is 
identified by an address that is a sequence of L K-bit words. A new K
bit message is transmitted every T = L'T seconds as a sequence of L 
tones determined by the sum (modulo 2K) of the K-bit message and 
the K-bit address words. 

The received signal is a composite of the tone sequences of M users. 
Every 'T seconds the receiver performs a spectral analysis of the 
received signal and decides which of the 2K frequency cells contain 
energy. Thus, after T seconds the 2KXL frequency-time received energy 
matrix (A) is generated. The decoded matrix (Am) of user m is obtained 
by subtracting (modulo 2K) the address words from A (see Fig. 1). The 
message Xm will appear as a complete row in Am, at row number X m. 
Ambiguous decoding occurs when transmissions by other users com
bine to form other complete rows in Am. 
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of other users (0). 

2.2 System performance 

The one-way bandwidth W necessary to support 2K tones that are 
mutually orthogonal over T = TIL seconds is 

2K 2KL 
W=-;=THz. (1) 

The users' data rate is 

K 
R = T b/s. (2) 

For given W, R, and K the length of the sequence L is determined by 
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where 

W 
rA-. -R 

(4) 

Let M be the maximum number of users that can simultaneously share 
the system at a given error probability. The efficiency YJ of the system 
is defined to be the total rate transmitted through the system per unit 
bandwidth 

(5) 

It has been shown! that the bit-error probability owing to mutual 
interference between M simultaneous users is upperbounded by 

(6) 

where 

(7) 

Thus, even without channel impairments the efficiency of the system 
(or equivalently the number of users that the system can accommodate 
at a given error probability) is interference limited. 

Noisy reception affects the decoded matrix by causing additional 
entries owing to false alarms and missing entries owing to deletions. 
Thus, a majority decoder has to be used, i.e., the row with the 
maximum number of entries is decoded as the message. The perform
ance of the system with Gaussian noise and multipath fading was 
analyzed2 and shown to degrade gracefully with increasing noise. 

2.3 System design 

In designing a spread spectrum system the total available bandwidth 
and the users' rate (or equivalently their ratio r) constrain the choice 
of the number of frequencies (2K) and the sequence length (L) via 
relation (3). For example, if r = 626 the following pairs of (K, L) are 
possible: (7, 34), (8, 19), (9, 11), (10, 6), and (11, 3). 

Substituting (3) into the expression for the bit-error probability [(6) 
for the noiseless case and a similar expression for the noisy case] yields 
the optimum pair, i.e., the one that maximizes the number of users 
that can operate at a given error probability. In the above example, 
the optimum pair for bit-error probability of 10-3 (noiseless case) is 
K = 9 (512 frequencies) and L = 11, allowing 216 users. 
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When a system is being designed, there might be other considera
tions that would favor changing these parameters. For example, there 
is a chip synchronization error owing to multipath, and the perform
ance depends on the relative synchronization error (with respect to 
the chip duration). Decreasing the number of chips (i.e., increasing 
chip duration) reduces this relative error. Thus, flexibility in the choice 
of system parameters is desirable. However, a significant deviation 
from the optimum parameters sharply reduces the efficiency. In the 
above example, with K = 10 (L = 6) the number of users is reduced 
from 216 to 138. 

We will show that by allowing each user to transmit two or more 
frequencies per time slot we obtain this flexibility and thereby improve 
system performance. We will consider two cases: 

(i) The frequency band is divided into several subbands and each 
user transmits one frequency per subband per chip. 

(ii) Each user transmits several frequencies per chip without any 
segmentation. 

III. MUL TITONE SYSTEM WITH SUBDIVIDED FREQUENCY BAND 

Consider a conventional scheme with 2K frequencies and L chips, 
where L = 2Ll is even. Let us divide the total frequency band into two, 
each half containing 2K frequency slots (the number of frequencies is 
doubled). Suppose each user transmits a sequence of length L by 
simultaneously transmitting the first Ll chips on the lower band, and 
the remaining Ll chips on the upper band. In the receiver, the two 
subbands are detected and combined to yield the original2KxL received 
matrix (Fig. 2). 
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The result is a system with twice the number of frequencies, half 
the number of chips (the duration of each chip is doubled), and two 
frequencies per chip. 

Similarly, if L = iLl we can divide the frequency band into i 
subbands and let each user transmit one frequency per subband. The 
total number of frequency slots is i2K and the number of chips is L/j. 

In the extreme case we will have one chip (of duration T) and L2K 
frequencies divided into L subbands. Each user transmits L frequencies 
simultaneously, one in each subband. The receiver performs one 
spectral analysis to determine which of the L2K frequency cells contain 
energy. From this, the original2KxL received matrix is generated (see 
Fig. 3). 

Under the same assumptions, the analysisl
,2 of the conventional 

scheme for the noiseless and for the noisy and multipath fading 
channel is valid for the multitone scheme, resulting in a performance 
that is identical in both schemes. 

IV. MUL TITONE SYSTEM WITH NONSEGMENTED FREQUENCY BAND 

Let each user generate a sequence of length nL, using an address of 
nL K-bit words. The user then transmits the sequence as follows: At 
the fIrst time slot, terms 1, L + 1, ... , (n - l)L + 1 are sent; at the 
second time slot, terms 2, L + 2, ... , (n - l)L + 2 are sent, and so on. 
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Thus, each user simultaneously transmits n frequencies at each time 
slot for a total of nL frequencies (see Fig. 4). 

At the receiver, a spectral analysis is performed every T seconds to 
generate the 2KXL received matrix. The matrix is then expanded by 
repeating it n times, i.e., the first column is also entered as the L + 1, 
2L + 1, .00 , (n - l)L + 1 columns, and so on, resulting in a 2KxnL 
matrix (Fig. 4). The expanded matrix is then decoded using the address 
of length nL. 
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In analyzing the performance of the noiseless case we can follow the 
same approach as in the conventional scheme. Let M be the number 
of users and consider the decoded matrix of user m. The probability of 
having an entry at a particular frequency time slot because of interfer
ence from the other M - 1 users is 

( )

M-l 

pn = 1- 1 -;. . (8) 

In addition, at each of the nL columns, we will have, with probability 
1, self-interference entries at (n - 1) frequency slots. Let us assume 
that the self-interference entries in different columns will appear at 
different rows. [If (n - I)nL « 2K - 1, this can be achieved with a 
proper address assignment.] Thus, we will have (n - I)nL rows 
containing one self-interference entry. 

The probability of having a complete row (interference row) at one 
of those (n -I)nL rows is p~L-\ while for the remaining rows it is 
p~L. Using the union bound, the word-error probability can be upper
bounded by 

P w < (n - I)nLp~L-l + [2K - 1 - (n - I)nL]p~L 

P w < (2K 
- I)p~L(I + Sn), 

and the bit-error probability byl 

where 

S = (n - I)nL(I - Pn) 
n (2K - I)Pn 

(9) 

(10) 

(11) 

We can combine the two schemes described in Sections III and IV 
by dividing the total frequency band into j subbands and transmitting 
n frequencies per subband per chip. In the extreme case we will have 
a single chip (of duration T) and L2K frequencies divided into L 
subbands. Each user transmits n frequencies per subband for a total of 
nL frequencies transmitted simultaneously, with the performance 
given by (10). 

v. SYSTEM PERFORMANCE 

For a given bandwidth to user's rate ratio r, several (K, L) combi-
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nations are possible. For each of those, the number of users that can 
simultaneously share the system at a given error probability depends 
on the number of frequencies n transmitted per chip. 

Figure 5 depicts the number of users as a function of n for r = 626, 
bit-error probability of 10-3

, and several (K, L) combinations. Although 
for n = 1 only K = 8 or K = 9 are reasonable choices, we can now have 
good performance with K = 8, 9, 10, or 11. The optimum is at K = 10. 
The maximum number of users is increased by 10 percent from 216 
(K = 9, L = 11, n = 1) to 237 (K = 10, L = 6, n = 3). 

The bit-error probability as a function of the number of users for 
r = 626 and several (K, L, n) combinations [n = 1 and the optimum n 
for each (K, L)] is shown in Fig. 6. 

Figure 7 depicts the efficiencies of a system with n frequencies per 
time slot (upper curve) and a conventional system (n = 1, lower curve) 
as a function of r. The best (K, L, n) and (K, L), respectively, were 
chosen for each r. Also shown are the system parameters K, L, n, and 
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nL. We can see that for most r there is a 10- to 20-percent improvement 
in efficiency over the conventional system. 

VI. CONCLUSIONS 

A modified frequency-hopped multilevel FSK system for mobile 
radiotelephony that enables users to transmit multitone (instead of 
single tone) sequences has been presented. This scheme adds more 
flexibility to the system design by allowing a trade-off between the 
number of system frequencies and the number of time slots without 
reducing the efficiency of the system. This flexibility can be helpful in 
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making the system less vulnerable to multipath delay spread. It also 
provides implementation advantages by admitting new combinations 
of hardware configuration and speed. 
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This paper focuses on the design of recovery strategies that have 
been developed to give the No.4 Electronic Switching System (ESS) 
the necessary high level of fault tolerance. Reliability and availability 
are the key watchwords to operational integrity in the No.4 ESS. It 
is the world's largest toll and tandem switching system, capable of 
handling 616,000 call attempts per hour, and serving up to 100,000 
active terminations. With a downtime objective of less than two hours 
in 40 years, the No.4 ESS must be designed to be very fault tolerant 
viewed from the caller's perspective. 

I. INTRODUCTION 

The No.4 Electronic Switching System (ESS) is a high-capacity toll 
and tandem digital and switching system that is capable of handling 
616,000 call attempts per hour and serving up to 100,000 active termi
nations. 

The maintenance system in the No. 4 ESS has the responsibility of 
responding to error conditions reported by hardware-fault-detection 
circuits, by memory mutilation detectors, or by some other system
integrity monitor. The strategies invoked for rapid isolation of faulty 
configurable entities or for correcting memory errors are based on the 
type of error condition, the state of the system at the time of the 
failure, and the history of previous recovery actions that may have 
been attempted. 

The recovery strategies employed are fundamentally two-dimen
sional. One dimension is concerned with the present and the other 
with the past. Probably the most powerful and unique property of the 
No. 4 ESS fault recovery system is the latter dimension, that of 
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considering the past, in a process called error analysis. Much more will 
be said of this process later in this paper. 

Although the basic mission of the maintenance recovery system in 
the No. 4 ESS has remained the same throughout its evolution, the 
maintenance recovery strategies developed during that evolution have 
been influenced by many external factors. The availability of new 
hardware technologies and the development of redesigned and cost
reduced hardware have created the need for making changes in existing 
strategies. Revisions dictated by field experience and by the introduc
tion of new features have proved emphatically the necessity of being 
adaptable to change. 

This paper discusses the development of fault-tolerant strategies in 
general, and the state of the art as applied to the No.4 ESS. 

II. FAULT TOLERANCE OBJECTIVE 

As we stated earlier, the No.4 ESS is a large toll and tandem switch 
capable of handling 616,000 call attempts per hour and serving up to 
100,000 active terminations. With a downtime criterion of less than 
two hours in 40 years, the No. 4 ESS must be, of necessity, a highly 
reliable system. Recovery actions must be carried out as quickly as 
possible, and with minimum disturbance to calls active in the system. 
To put it succinctly, the No.4 ESS system should be available for 
processing calls at all times. Any hardware failure or memory error 
should be detected immediately, before it has a chance to cause call 
mishandling. From a practical standpoint, this objective cannot be 
realized under all circumstances, but nonetheless, it is the guiding 
principle in the design of the No.4 ESS fault-tolerant structure. 
Minimizing recovery time and service impact are paramount. Recovery 
time following the detection of a hardware fault should be measured 
in terms of 100 milliseconds or less, including the process of detecting, 
isolating, and restarting the interrupted program. Most faults should 
be resolved with only one interrupt stimulus. Transient faults (with 
various manifestations such as transient, intermittent, marginal) may 
require several interrupts to resolve. Also, multiple fault situations can 
be experienced, and may take several interrupts for resolution. When 
such multiple faults can cause limited service impairment, the recovery 
system must be capable of degrading that service gracefully, i.e., 
confining the effects to the functional area directly affected. 

Memory integrity failures should be corrected by reconstructing 
valid data from associated information, or if that is not possible, then 
by reinitializing the memory structure. The former causes less system 
perturbation, but takes longer; the latter is faster, but can cause more 
service impact. The choice is usually dictated by the type of structure 
and by real-time considerations. 
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III. SYSTEM ARCHITECTURE 

Fault tolerance implies system survival under fault conditions. Sur
vival requires alternatives. The architecture employed in the No. 4 
ESS is so varied, and the interconnection of components and subsys
tems is so flexible that several strategies had to be used to achieve the 
necessary fault tolerance. The design of those recovery strategies takes 
into consideration system objectives, the hardware technology, system 
environment, failure rates and failure modes, and the software struc
ture of both the operational and maintenance systems. 

3. 1 Hardware structure 

The basic communications format in the processor and in most of 
the periphery uses all seems well (ASW) and/or all seems well failure 
(ASWF) conventions, and single and multibit parity protection over 
instruction and data transmission. Generally, unique error indicators, 
such as ASW or ASWF failures, or parity errors are resolvable on one 
interrupt, unless the fault is transient. 

Three basic forms of hardware redundancy are used in the No. 4 
ESS architecture to achieve its fault-tolerant objectives: duplication, 
memory backup, and n for m sparing. Major common-control elements 
and critical memory are fully duplicated: the central processor, variable 
call memory, disk memory, peripheral controllers, and bus access. The 
switching network is completely duplicated, including both control 
elements and switching matrix. These duplicated units are operated 
either in full duplex mode, with parallel operation and possibly match
ing, or in active/standby mode, with only one unit active and the other 
ready to assume the active role on demand. 

Figure 1 illustrates the redundancy arrangements for the processor 
subsystem. All three types of redundancy are used: duplication, with 
and without matching; simplex with backup; and n for m sparing. 
Instruction memory, i.e., the program store, and office data memory, 
are fully backed up on disk, and only one on-line copy of each is 
provided. In the event of a failure in the on-line copy of office data, 
one of the duplicate call-memory stores is renamed to replace the 
failing store, and its contents are pumped from disk. This is a form of 
n for m sparing, where n is the number of duplicated call-memory 
units in the system. For program stores, two spare memory units are 
provided. These, like the office data replacements, can be renamed to 
replace any program store unit that fails, and the appropriate instruc
tion memory can be pumped from disk. 

Figure 2 shows the redundancy arrangements used in the peripheral 
subsystem. Here again, all types are represented: duplication, with and 
without matching; simplex with backup; and n for m sparing. Units 
that serve a limited number of trunks or special circuits are protected 
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on a limited sparing basis. These generally have one or two spare units 
that serve as backup for several other units, e.g., one spare digital 
interface unit (DIU) backs up 16 active units. A spare unit can replace 
any of the active units by operation of a protection switching mecha
nism, under control of the fault recovery program system. 

The synchronization clock, which is especially crucial to network 
operation, is quadruplicated. Figure 3 illustrates the special redun
dancy arrangement used in the network synchronization unit to 
achieve the high level of fault tolerance required of that unit. 

3.2 Software structure 

The basic integrity of system memory is protected by audit programs 
that are structured into mutilation detection and correction modules. 
The detection modules are constantly run in the background by an 
audit control program. Additional protection from mutilation is pro
vided by widespread use of defensive checks, e.g., range checks andlor 
consistency checks in the operational programs. Defensive check fail
ures invoke isolation and corrective responses. 

Program integrity assurance is the responsibility of an overseer 
called the system integrity program. Job scheduling and sequencing 
are monitored for both frequency and execution times. Program sanity 
timers are administered. Error conditions are corrected by calling 
appropriate audits, or by involving various levels of system reinitiali
zation. 
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IV. ARCHITECTURAL INFLUENCE ON FAULT-TOLERANT DESIGN 

The distributed architecture in the peripheral system in the No. 4 
ESS poses a unique and often perplexing set of recovery problems. 
Many peripheral operations are performed autonomously within units 
that have their own error detection logic. When a fault is autonomously 
detected, its occurrence is reported to the central processor via a 
clocked interrogation pulse that triggers a peripheral interrupt. The 
processor-based recovery control program determines which unit ex
perienced the fault by polling all units using broadcasted interrogation 
pulses that elicit unique identifying responses from the faulted unit. 
Once this unit is identified, the appropriate fault recovery actions can 
be taken. Isolation of these autonomously generated interrupts can be 
particularly difficult because high levels of subsystem interconnections 
can cause faults or errors to propagate, and to be reported by other 
than the unit in trouble. This is especially true in the switching 
network, where the synchronization clock and switching elements are 
highly interactive. The network architecture and the associated fault 
recovery strategies designed to achieve fault tolerance are described in 
Section V. 

Recovery from a fault in the system hardware or from a software 
error can be viewed conceptually as a three-step operation: detection, 
isolation, and recovery. Detection is the recognition of the problem. 
Isolation, in the context used in this paper, is the identification of the 
failing unit or subsystem. Recovery is the elimination of the fault from 
the operational system, for example, by reconfiguration or reinitiali
zation. Detection is usually straightforward. Parity errors, ASW -type 
failures, mismatches, time-outs, and similar triggers stimulate some 
level of system response such as an immediate interrupt for critical 
problems, or an interject for less urgent cases. Step two, isolation, is 
the process of determining the location of the problem. This step is 
highly dependent on the existence of sufficient indicators to point to 
the problem area. The particular architecture has a major influence 
on this isolation process. The third step, recovery, is the heart of the 
survival process. Here again, architecture is an important consideration 
in the development of fault-tolerant strategies because it impacts the 
redundancy plan and the recovery options. Architecture is not the sole 
consideration, however, because the redundancy plan afforded by the 
architecture only defines the starting point of the system configuration. 
The state of the system at the time of an interrupt is equally important, 
because it tells something of the prior events, and determines what 
remaining options are available to the recovery strategies. It is useful 
to look more closely at the architectural influence on fault-tolerant 
design, particularly as it affects isolation and recovery. 
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4. 1 Effects of architecture on isolation 

Isolation of a system problem requires an analysis of the fault 
indicators used in the detection process, considered in the context of 
the existing system environment. For a failure in a duplex peripheral 
unit, the fault isolation program must determine whether one or both 
peripheral controllers detected the fault, whether both central proc
essors were involved, and whether both access buses were in use. The 
degree of resolution depends on how much of the available redundancy 
was on-line at the time of the failure, and, indeed, on the uniqueness 
of the fault indication. Frequently, an architecture employing real
time matching between duplicate control units will detect a fault 
without giving a unique indication of which unit half has the fault. 

Beyond the question of redundancy, a high degree of interactive 
coupling exists in the No.4 ESS, particularly in the switching network. 
Such tightly coupled architecture poses a real challenge to rapid and 
effective isolation, particularly if the detection logic does not provide 
a unique error indication. 

Failure modes can affect isolation. This is not in reference to classical 
gate failures, stuck-at-faults, etc., but failure modes as they may affect 
accuracy of isolation. For example, a power supply failure, wherein 
there is high capacitive filtering, can give false indications to the 
isolation program because of the time constant in the power supply 
filter. This can occur because some logic gates fail before others as 
power drops from its proper level towards zero. As another example, 
an autonomous peripheral unit may trigger an interrupt in the central 
processor, but then, by the nature of the fault, be unable to respond to 
the interrogation pulse sent to identify the failing unit. As a further 
example, there have been experiences where a control unit, whether 
by timing idiosyncrasies or by the nature of the fault, entered a state 
where it would not respond to any test commands until the unit was 
forced into an initial state by physically cycling power on it. These are 
but a few examples of how failure modes can affect isolation. 

Isolation of a software problem is also affected by architecture. 
Autonomous peripheral units control many operational and mainte
nance processes, and pass data to the central processor via report 
buffers. This architecture, using buffers, requires the program monitor 
system to screen out invalid reports, out of sequence reports, and to 
correlate the data to the structures that could be implicated. The 
importance of this issue has become intensified with the addition of 
peripheral microprocessors and adjunct processors, with their loosely 
coupled architecture and further delayed buffering of information. 

4.2 Effects of architecture on recovery 

The issue of recovery, interestingly, is more difficult to resolve than 
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that of isolation because service objectives and architecture play a 
strong role in determining whether the resolution can be carried out. 
Isolation is the process of determining where the fault lies, whereas 
recovery is the process of removing the faulted unit, if possible. The if 
possible is the key issue in recovery. If the active half of a duplicated 
unit is the only available half, then removing that half would be 
tantamount to degrading service. Such action may have to be taken 
eventually, but service impact, accuracy of isolation, etc., must be 
considered first. 

V. DESIGN OF FAULT-TOLERANT STRATEGIES 

The foregoing discussion of the influence of architecture on the 
isolation and recovery process has only touched upon the real question 
of how to design fault-tolerant strategies for the No.4 ESS, or, for that 
matter, any large real-time, high-availability system. 

A basic premise of ESS maintenance is the single-fault assumption. 
Under normal circumstances the mean time to failure of any part of 
the hardware is much greater than the time to repair that failure; 
therefore, no part of the system should experience simultaneous mul
tiple faults that would impair service. From this it follows that fault 
recovery should be a simple one-dimensional process. 

Then why is it not always so? The architectural redundancy plan 
came from the basic premise. Critical units, including most common 
control elements, are fully duplicated. Memory is either duplicated 
directly or backed up in some other medium, e.g., disk and random 
access stores. Other units, particularly units that interface with trunk 
circuits, are engineered with one or more switchable spares, determined 
by reliability considerations and service objectives. Normally, all re
dundant elements are configured for maximum availability. A classical 
stuck-at fault occurring within such an environment will normally be 
detected and uniquely isolated from a single interrupt stimulus. 

5. 1 Basic duplex recovery strategies 

When a duplex unit causes a system interrupt, recovery is effected 
by isolating and removing the faulted unit from service, and activating 
the redundant half, consistent with the remaining system environment. 
This same approach applies to units with backup or spare redundan
cies. If the redundant unit is available, it will be pressed into service 
when the active unit fails. The recovery action is concluded by a 
request for a full diagnostic test of the faulted unit to determine the 
location of a replaceable module. Once repaired, the unit will again be 
diagnosed, and returned to duplexed operation, if it passes the diag
nostic tests. 

The preceding scenario describes the simple process of fault recovery 
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as it occurs most of the time. Why does it not always happen this way? 
It is simply because of the vagaries of the system. The single-fault 
assumption is true most of the time. But, it does not always take a 
fault to put the system into a simplex mode of operation. Much of the 
hardware contains maintenance logic used to detect faults. The oper
ationallogic is exercised by executing operational commands, but what 
exercises the maintenance logic? Generally, much of the fault detection 
logic is unchecked during execution of normal commands. To ensure 
the integrity of the fault detection capabilities, most of the logic is 
periodically tested during low traffic periods. During such tests, the 
unit being diagnosed is usually removed from service, thus foregoing 
full-duplex operation for the duration of the routine tests. 

The frequency of the routine testing takes into account the length 
of the test, and the residual reliability of simplex operation to the 
system. Many of the units may be routinely tested on a daily basis, 
some every few days to a week. While a unit is in simplex operation, 
recovery from a fault in the active control half requires a different, 
more subtle, strategy than the simple duplex strategy described earlier. 

5.2 Basic simplex recovery strategies 

When a unit half is removed from service and a diagnostic test of 
that unit scheduled, the recovery program will, where possible, try to 
put the suspect unit into a special out of service mode. In this mode 
the recovery program's internal memory and sequencers will track the 
active unit in case the recovery operation had implicated the wrong 
control unit. Such a mode is referred to as a listen-only mode (LaM). 
If, before the start of the diagnostic tests, the active unit should 
interrupt, the LaM control unit can be put back into service immedi
ately, without the need for updating it, and the mate control unit can 
be removed. Once the diagnostic tests have started, of course, the out 
of service control unit becomes out of date and cannot be put back 
into service without updating or reinitializing it. 

Consider the first of these two cases just cited. If the fault recovery 
program removes the wrong control unit on the first stimulus from a 
mismatch error, the fault in the active unit would likely cause an 
immediate second interrupt, while the out of service unit was still 
LOM. The second recovery action would restore the previously re
moved control unit, remove the active unit, and request diagnostic 
tests. In the second case cited, with the out of service control unit out 
of date, a fault in the active unit can have serious service repercussions. 
Reinitializing the out of service control unit, particularly its memory, 
will cause the loss of all calls that may be in progress within that unit. 

Considering that a unit may be serving as many as 4,000 trunks, or 
possibly even a quarter of the calls active in the switching network, 
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reinitialization of a control unit demands serious deliberation. To 
protect against undue service impact, the basic simplex strategy turns 
to considering the impact of the present interrupt. Could this be due 
to a transient fault? How long has it been since the last interrupt? 
Presumably, if the rate of interrupts is sufficiently low, the system 
could tolerate an occasional interrupt, and a possible mishandled call, 
better than it could a major service disruption. To estimate the service 
impact of the present interrupt, the fault recovery program uses a 
Leaky Bucket Counter (LBC) to judge the rate at which the interrupts 
are occurring. For each interrupt that is experienced, the LBC is 
incremented or decremented by an amount that is determined by the 
elapsed time since the last interrupt. The higher the interrupt rate, 
the faster the LBC will reach a predetermined threshold, and reini
tialization of the out of service control unit will take place. If the 
interrupt rate is low, or of short bursts, the LBC may never reach 
threshold, and the system will tolerate the perturbations. 

When a hard or persistent fault causes the LBC to reach its thresh
old, a reinitialization, or zero-start as it is called, will be requested on 
the out of service control unit. This action will cause all calls in the 
unit to be lost. Additional memory reinitialization outside the unit 
may also be required, as in the case of the switching network with its 
network maps, and with trunk interface units with the trunk state 
memory. 

The basic simplex strategies provide a high measure of fault toler
ance for the No.4 ESS for hard faults, and use the redundancy in the 
system for maximum service availability. For software errors, tran
sients, and several other situations that mayor may not be unique to 
the No. 4 ESS, these strategies are, however, found wanting or inap
propriate. Further, there are other major considerations that affect 
survivability: changing fault data, shifts in strategy, false conclusions, 
etc. These, and other important dimensions, will be considered later in 
this paper. First, however, the software error and transient strategies 
will be discussed. 

5.3 Recovery from software errors 

System problems can be caused by at least two types of software 
errors: program anomalies (bugs), and bad data. There is a better 
chance of coping with bad data than with program bugs, but there are 
recovery strategies in the No. 4 ESS to deal with both. 

When a call-handling program tries to address a non-existent unit 
within the No.4 ESS, an ASW interrupt will occur because there is no 
unit to return the expected affirmative response. Presumably, the 
program that issued the command is working with bad data. The ASW 
failure triggers the fault recovery process, but in this case, the trouble 
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is not a fault but a program error. No hardware recovery action is 
therefore required. The appropriate reaction is to correct the data 
being used by the call-handling program, or to kill the call, or both if 
necessary. The recovery strategy will call on the memory audit system 
to run one or more relevant audit programs to detect and correct 
memory inconsistencies that may exist. The recovery program will 
avoid returning control to the program that issued the order, but 
rather will return to a safer control point. Despite that precaution, it 
is possible that the same program could regain control at a later time 
and cause the system to take additional interrupts before the audits 
can completely correct the problem. To allow the audits a chance to 
correct the problem, the recovery strategy may decide to inhibit, or 
prevent, further interrupts of that type. This process is called pesting 
interrupts. 

Not all interrupts caused by bad data occur as a result of invalid 
commands to non-existent units, causing what is commonly called an 
out-of-range (OOR) failure. Many interrupts that are in range, i.e., 
from valid units, can be isolated to software causes. Again, appropriate 
audits are called by the recovery strategy. One difference, however, is 
that local- (frame) level pesting of interrupts can be used, rather than 
the system-level pesting used in the OOR case. 

Running pested, or with interrupts inhibited, is risky, at best, be
cause some fault detection capability is disabled. Such risks are justi
fied, however, under the single fault (or error, in this case) assumption. 

One can carry the software issue a step further in developing a 
recovery strategy to meet all cases. There often exists a possibility that 
the resolution of a software error is, in reality, not true, and that the 
real problem is indeed a hardware fault. The accuracy of the resolution 
is not infallible. Using the software recovery strategy described does 
not take into account the possibility of a hardware fault, and therefore 
would not resolve the issue if that were true. In this case, at some 
point in the recovery sequence, one of the involved control units would 
be removed from service and diagnosed. If neither control unit is found 
faulty, the final action of pesting the frame would be invoked. 

When an interrupt is caused by a program bug and not by bad data, 
the flrevious strategies of calling audits and/or removing hardware 
may not resolve the problem. The final action of pesting the system 
will, at least, allow continued system operation, albeit in a possibly 
degraded or more vulnerable environment. In many instances where 
a program bug has caused problems, running pested has given main
tenance personnel enough time to analyze the fault recovery data and 
make operational adjustments. These adjustments could be in the 
form of immediate program corrections, procedural changes, or tem
porary program changes to pin-out or bypass the offending program. 
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5.4 Basic transient strategies 

It is generally easier to deduce that a fault is transient than it is to 
isolate it. The results of retrying a failing command can usually 
establish whether a given fault condition is hard or transient. The 
problem is that when the fault appears to be transient, there is some 
doubt that the proper suspect has been determined, or if it is the right 
suspect, the diagnostic tests will find nothing wrong. This leaves the 
strong possibility that the fault can plague the system for some period 
of time. 

There are two primary strategies for coping with transient faults in 
the No.4 ESS, one to cover the case where the isolation program is 
reasonably certain of the suspect unit, and another to qualify the 
decision with a measure of uncertainty. In both cases, on the first 
interrupt, the primary action is to record the error and clear the error 
conditions in the suspect unit. If a second interrupt occurs, the suspect 
will be removed from service, provided the duplicate mate, or backup 
unit, is available. The suspect will be put into the LOM state to ensure 
that it will remain up to date in the event of a wrong decision. Cyclic 
diagnostic tests will be scheduled on the suspect unit, expecting that 
a transient fault might not be caught by a single set of tests. For 
example, diagnostic tests might be repeated three times, to improve 
the probability of isolating the fault. 

The two transient recovery strategies diverge at the point of the 
third interrupt. If subsequent interrupts still occur beyond the second 
interrupt, and the isolation program indicates uncertainty, the recov
ery strategy will change the suspect, and remove and call for a cyclic 
diagnosis of the mate control unit. 

Note that it is the diagnostic test results that drive the escalation of 
the recovery strategy. Each time a transient fault escapes detection by 
the diagnostic tests, the unit is restored to service. The strategy has a 
built-in control that will limit the number of times the cyclic diagnos
tics can be scheduled. Beyond that point a suspect unit will be removed 
from service without further testing. It is left to the skill of the 
maintenance personnel, using special test facilities, to trace the prob
lem further. 

The transient recovery strategies covered above are used when the 
suspect and its mate are both on-line and available at the time the 
interrupt occurs. If a transient fault causes an interrupt while a unit is 
simplex, the basic simplex recovery strategies described earlier apply. 
When redundancy is not available, the recovery strategy is insensitive 
to whether the fault is hard or transient. 

5.5 Special problems 

Several other fault-tolerant strategies have been developed for the 
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No.4 ESS to cover situations that are beyond the scope of the more 
general strategies described above. Buffer overflow, network interface 
problems, internal network failures, and many other cases require 
special recovery strategies. 

5.5.1 Buffer overflow 

Autonomous processors operating asynchronously communicate 
with the central processor via report buffers. Buffer sizes are engi
neered to provide enough capacity to absorb spurts in activities and 
occasional delays in retrieving reports from the buffers. Critical buffers 
are protected by overflow detection logic that triggers an interrupt, or 
more likely, a lower priority interject, and calls a fault recovery 
sequence into action. Possible causes of buffer overflow could be 
related to program integrity, i.e., the report handler not being sched
uled, unusual traffic overload or congestion, or even an undetected 
hardware problem. 

The primary recovery strategy covers two probable causes. It sched
ules the report dispenser program to unload the hyperactive buffer, 
and also calls for an audit of the task sequencer control tables. To 
prevent any further overflow triggers from fIring before the recovery 
action is completed, the buffer overflow detection logic in that unit is 
pested, i.e., inhibited, for some short period of time. If overflow 
conditions continue despite the recovery attempts cited, the hardware 
becomes suspect, and appropriate actions to remove a control unit are 
attempted, consistent with the strategies described earlier. 

5.5.2 Network interface problems 

There exists a number of units in the No. 4 ESS that are situated 
between the switching network and the trunk circuits and that can be 
classified generically as the network interface units (NIUs). Function
ally, these units are responsible for separating the signaling and voice 
or data information, and converting the voice/data from the incoming 
or outgoing transmission format (analog or digital) to the pulse code 
modulation (PCM) format switched by the No. 4 ESS network. The 
NIUs interface with the switching network via coax cables, each 
carrying 120 trunks time-multiplexed onto 128 time slots. Several NIUs 
are protected by one spare unit that can be protection-switched into 
service by the recovery program. The number of units served by each 
spare varies with the type of unit in question, but it ranges from one 
spare for six units to one for 16. 

While the NIU recovery problems may be unique to the No.4 ESS, 
or possibly other ESS machines, the fault-tolerant strategies developed 
for this purpose may have relevance for other l/m or n/m redundancy 
arrangements. 
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A fault occurring in a NIU can be detected either by the NIU control 
unit or by the switching network, depending on the location of the 
fault. Regardless of how the fault is detected, the basic recovery 
concepts for hard or transient faults apply. The pointed difference in 
strategy comes about when the recovery decision is to remove the 
faulted unit. If the spare NIU is available, it will be switched into 
service, much as is the mate of a duplicated control unit. If the spare 
NIU is presently serving in place of another NIU, or if the spare is out 
of service, then the active NIU cannot be removed without degrading 
service for the 120 trunks served by that NIU. In that event, on the 
first interrupt, only clean-up action is taken. On later failures, the fault 
recovery strategy tries to optimize the use of the spare NIU, and if 
possible move the spare to' replace the present suspect NIU. If that 
cannot be done, then the suspect NIU is removed from service and the 
120 trunks are correspondingly taken out of service and marked 
"maintenance busy." 

An interesting extension of the recovery strategies for NIU failures 
is invoked when multiple NIU errors are detected simultaneously. On 
multiple errors, the recovery strategy escalates to implicate one or 
even both of the NIU common control units, in place of, or in addition 
to, the NIUs themselves. 

5.5.3 Internal network failures 

Perhaps the most sophisticated fault-tolerant strategy developed for 
the No.4 ESS involves the isolation and recovery from internal errors 
in the Time Division Network (TDN). This switching network includes 
a four-stage space switch with time-switch matrices as initial and final 
switching stages. The PCM voice/data bit streams are time-multi
plexed onto 128 time slots, and are protected by simple parity and a 
leading-one protocol. 

The components of the TDN are two units that provide time-space 
and space-time switching stages, one for transmitting and one for 
receiving, located on either side of a unit that provides a two-stage 
space-switched matrix. The network topology is shown in Fig. 4. The 
TDN architecture is a multi-dimensional, tightly coupled complex. 
Both the time and space switching units are fully duplicated, including 
the switching matrix, and are normally operated in a full-duplex, 
matching mode. Either half of the transmitting or receiving switch 
units can communicate with either half of the space-switched unit. 

A special problem posed to the No. 4 ESS fault recovery system is 
the problem of resolving the class of internal TDN errors called 
transmit/receive parity failures (TRPFs). A TRPF is a failure in one 
of the talking paths, i.e., time slots, caused by a fault somewhere in the 
TDN matrix elements. On a given TRPF interrupt, six possible sus-
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Fig. 4-Time division network topology. 

peets exist (one space-switched and two time-space-switched units, 
duplicated) . 

In a well-behaved, single-fault situation, i.e., a readily isolated hard 
fault, the isolation program will determine which elements of the TDN 
were involved in the failed talking path and set up all possible combi
nations of links between the various duplicate matrix elements. By a 
process of elimination, the isolation program can determine which 
combinations experience an error and which do not. If all combinations 
are available, and a single fault exists, a unique isolation can be 
accomplished on one interrupt, and recovery effected by removing the 
faulty control and matrix half. Again, as with previous strategies, 
diagnostic tests are scheduled to facilitate repair. 

Three conditions can short-circuit this network recovery strategy: 
the fault is transient (more accurately, marginal), the fault is multiple, 
or the TDN was not fully duplex at the time of the interrupt. Anyone 
of these conditions prevents unique isolation and accurate resolution 
on a given interrupt. A special recovery strategy has been developed 
to cope with this problem. 

On each unresolved TRPF interrupt, the recovery program updates 
special leaky bucket counters for the three (and possibly six) units/ 
matrices involved in the failed talking path. Such records are main
tained on each unit in the TDN. The first unit to exceed a predeter
mined leaky bucket threshold is deemed suspect, and its control unit 
is removed and diagnosed. The assumption is that calls will be evenly 
distributed throughout the network, and if anyone unit is involved in 
TRPF failures above all others, then the weight of suspicion falls on 
that unit. Diagnostic tests will confirm or deny that suspicion. 

5.6 Practical considerations on total fault-tolerant design 

All the fault-tolerant strategies previously considered addressed 
specific problems of isolation and recovery. There is a whole area of 
concern in the design of a total fault-tolerant system beyond that 
already discussed. 
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5.6.1 Inconsistencies in fault resolution 

Questions arise about the continuing strategy to use if the fault 
signature or resolution changes as various recovery attempts are made. 
How long should the failure history actively be maintained on a unit, 
particularly after a fault apparently has been repaired? 

In the deductive process of isolating a fault in the No. 4 ESS 
peripheral system a tree-branching structure of decisions is used based 
on the initial error source data and the results of tests, with the 
resolution being declared a point of maximum definition (PMD). 
Theoretically, the PMD data developed from these tests yields a 
unique identification of the faulted unit, the class of fault (e.g., hard
unique/non-unique, transient, software), and whether the fault was 
resolved or not resolved. It then gives a recommendation of the 
strategy to be followed for recovery. The recommendation is based on 
the current interrupt and current circumstances, with no prior events 
taken into consideration. The isolation (PMD) data and recommen
dation are passed to an error analysis program that has access to 
history records of previous interrupts and recovery actions. If the 
current interrupt is the first such occurrence, the error analysis pro
gram will allow the recommended recovery strategy to be carried out, 
insofar as it is consistent with service criteria. If, however, a previous 
history of interrupts exists for the suspect unit, it is important to 
determine if the current recommended strategy is the same as that 
followed on previous interrupts. If it is not, which strategy is it 
appropriate to follow? 

There are many reasons why the resolution, and consequently the 
recommended recovery strategy, can change from one interrupt to the 
next. The fault could be data sensitive, the error indications could be 
sensitive to the state of the unit, or the problem could eVen be an 
actual or apparent multiple fault situation. In any event, there are 
cases where the previous recovery strategy should be continued, and 
some where the current recommendation is more appropriate. Also, 
sometimes the current PMD data could preclude a continuation of the 
previous strategy because of data and/or environment incompatibili
ties. 

A common situation would be for a transient fault to later develop 
into a hard fault. Different strategies for recovery are followed for each 
case, as described earlier. In this instance, it is reasonable to change 
from the transient strategy to a hard-fault recovery sequence because 
the latter addresses a specific rather than a nonspecific causal rela
tionship. If the reverse were true, that is, if the resolution of a particular 
interrupt indicated that the fault was transient when all previous 
experiences were seen to be hard, then it would probably be inappro
priate to abandon the previous strategy. Many conditions could alter 
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this position, however. Is it the same fault in each case? Had repair 
been attempted prior to the latest interrupt? How much time had 
elapsed since the previous interrupt? 

The point of these questions is to determine if two successive 
interrupts are caused by the same fault, when the resolution in each 
case might suggest otherwise. Because of these natural state transitions 
(transient/hard), and for countless other causes, it is necessary to 
recognize when different recovery strategies are indicated on successive 
interrupts and to determine which of the two strategies to follow. 

Before the process used in the No.4 ESS for escaping between 
recovery strategies is described, an explanation of the process for 
recognizing the existence of prior associated events and for comparing 
the past and current recovery strategies will be given. 

5.6.2 Error Analysis 

The isolation of a fault or other cause of an interrupt is under the 
control of the Fault Recovery (FR) programs. As explained earlier, the 
FR programs isolate the fault or error using a deductive process 
consisting of retries or specific tests under various configurations. The 
results of these tests are passed to the failure error analysis (FERA) 
programs as PMD (point of maximum definition) data, detailing the 
identity of the suspect unit or cause, the class of fault, and indeed, 
whether the problem was resolved. The data further includes a rec
ommendation of a recovery strategy to follow. Keep in mind this PMD 
data is based strictly on the current problem. The FERA programs 
represent an extension of the recovery process. As each interrupt is 
processed, a record is retained of the PMD data and the final action 
taken. When an FR program isolates the cause of a current interrupt, 
FERA searches all active history records for data implicating the same 
unit. Once found, the past and present recovery strategies are com
pared with entries in a strategy escape table. If the strategies are the 
same, or if the previous strategy is still more appropriate, escape will 
be denied, and FERA will continue to follow the existing recovery 
strategy. If the new strategy recommended by the FR isolation pro
gram is appropriate to the fault class and status of the suspect, the 
escape data will allow FERA to abandon the previous strategy and 
start the new recovery sequence. 

The question of escaping from one strategy to another is not solely 
an issue of changing resolutions, but also can be an issue of changes in 
the unit state. For example, an FR resolution might call for the removal 
of a suspect unit, and under a duplex unit availability, FERA could 
concur. Under a simplex unit configuration, however, the same rec
ommendation, if followed, would cause service degradation. The escape 
table data will cause FERA to deny the initiation, or the continuance, 
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of a duplex strategy, when a unit is no longer configured in duplex. In 
such a case, an alternative strategy is not necessarily provided in the 
PMD data. FERA must make that determination from strategy selec
tion tables provided for that purpose. 

The issue of whether successive interrupts from the same unit might 
be caused by the same fault is covered grossly by timing out an active 
history file if the elapsed time since the last interrupt exceeds some 
threshold, e.g., fifteen minutes. The premise is that most faults in the 
No. 4 ESS will stimulate an interrupt within that time period, until 
recovery is effected. Interrupts occurring at greater intervals have a 
high probability of independence. After repair has been made, and the 
unit appears fault free, the time-out interval should be sufficiently 
short to permit a subsequent fault in that unit to be treated with a 
new recovery sequence. When an active history file has been timed 
out, it no longer influences subsequent interrupts from a given unit. A 
record of the events up to that point are, however, kept in long-term 
storage for manual analysis, if needed. 

The mobility provided by the escape mechanism, and to a lesser 
degree, by the time-out of active history files, permits the error analysis 
process to cope with possible inaccuracies in resolution, changing fault 
signatures, and the occurrences of apparently disassociated events. 

VI. EXPERIENCE AND EVALUATION 

To date, a total of 38 different recovery strategies have been devel
oped for the No. 4 ESS peripheral maintenance system to handle a 
wide range of fault conditions and software problems involving more 
than a dozen types of units. Fifteen of these strategies serve the 
common needs of several units, and twenty three are specialized 
recovery sequences for particular units or for unique fault situations. 

New recovery sequences are developed for each new unit or impor
tant new feature added to an existing unit. Recovery sequences might 
require changes as units are redesigned for cost reduction. System 
exposure and field support activities provide important feedback to 
the ongoing process of evaluating and improving the performance of 
the recovery system. 

6.1 Adaptability 

A very important attribute to build into the design of a fault-tolerant 
system is adaptability, i.e., the ability to change as experience and 
requirements dictate. The initial design of the recovery strategies and 
control programs in the No. 4 ESS did not adequately take into 
account the need to switch strategies in midstream of a recovery 
sequence. Alternate strategies frequently were not available or at least 
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not specified by the isolation programs; and even when available, the 
escape control mechanism was distributed throughout the many re
covery programs, and was difficult to change. Program changes were 
cumbersome to make, if not with high risk. Through experience and 
evolution, the No.4 ESS peripheral fault recovery system has become 
highly structured and has matured into a system that has a high 
degree of adaptability. The escape data allows the error analysis 
process to either escalate a previous strategy, or to discontinue the 
previous and invoke a new strategy, as successive attempts are made 
at recovery. This feature has given the No.4 ESS the flexibility to 
take full advantage of experience. 

Strategies are developed based on a knowledge of system require
ments and predicated on an expected system behavior under a given 
fault condition. Frequently, however, one learns that when the hard
ware and software are brought together for testing, the system behavior 
is not exactly as expected. Whether the cause is the accuracy of 
detection or accuracy of resolution, or a combination of both, adapta
bility becomes essential. This is particularly important when recovery 
problems are exposed in a software/hardware package deployed in 
switching systems carrying live traffic. It must be possible to develop 
and test program changes and deploy them in the field as quickly as 
possible, with minimum risk to the quality of service and to the 
integrity of the overall system. This has been a major goal in the 
development of the fault-tolerant No.4 ESS switching system. 

6.2 Experience 

The performance of a fault tolerant system can be measured by its 
track record in encounters with hardware failures and other system 
troubles. 

Software deficiencies and coding errors will always exist in a large 
system. It is not cost-effective and probably not possible to test a 
system to the point where all problems have been found and removed. 
What is important is that service-affecting incidents are kept to a 
minimum, and that any such occurrences are analyzed for cause. 
Program corrections or enhancements are developed thereupon, when 
appropriate. 

The level of fault tolerance demanded for the No.4 ESS is to detect 
a failure and isolate and recover from that failure with minimum 
disturbance to call processing. A well-behaved hard fault, i.e., one that 
reacts consistently under test, can generally be isolated on a single 
stimulus, and recovery can be effected immediately if redundancy is 
available. Transients, or other faults that cannot be uniquely resolved, 
can reasonably require two or more interrupts before they are success
fully isolated. These are reasonable levels of performance. 
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If a fault occurs at a time when the redundant unit is not available, 
i.e., when the mate unit is out of service either for routine testing or an 
actual fault, the current fault represents a duplex failure situation. The 
resolution may be clear, but the recovery cannot be executed without 
disrupting service. Under these circumstances, an attempt is made to 
tolerate the problem as long as possible. That is the purpose of the 
leaky bucket strategy, which estimates how well the system can 
tolerate the fault by measuring the frequency of the interrupts. A low 
rate of interrupt can be tolerated longer than a high rate. The actual 
attempt at recovery will occur at the point that the leaky bucket 
threshold is exceeded. This action will generally have a disruptive 
effect on service. The number of interrupts required to reach that 
point is, of course, a function of the rate of the interrupts. 

Since the introduction of the No. 4 ESS in January 1976, seven 
program generics or versions have been developed and put into general 
service in more than 75 offices. While the primary impetus for a generic 
development has been to add new features or major cost reductions, 
many improvements have been introduced in the recovery system in 
each generic, in the form of corrections or design enhancements. Most 
of these were stimulated through laboratory testing, and through 
feedback from the field. Threshold parameters have been fine tuned in 
response to field experiences. Several strategies were made more 
tolerant of faults, and others were rendered more sensitive. 

The principal goal of the No.4 ESS fault-tolerant system is to 
recover from any fault with minimum impact on service and with a 
minimum number of interrupts. When recovery is possible, no strategy 
should inadvertently cause service degradation, e.g., any unnecessary 
zero-start or duplex failure actions. All service-affecting incidents are 
analyzed for cause by a field support team. Of the total number of 
incidents causing service outages for the period January through June 
1981, less than ten percent were judged to be caused by deficiencies in 
the peripheral maintenance software system being discussed herein, 
whereas hardware problems and procedural errors accounted for al
most 50 percent of the incidents. 

VII. SUMMARY 

The fault-tolerant design of the No.4 ESS has been evolving since 
its introduction. Sophisticated recovery strategies have been developed 
to give the system the necessary high level of fault tolerance. The 
incident and recovery data printouts have been designed to assist the 
support team in making analysis of a problem fast and accurate. Fault 
isolation can implicate multiple units in some situations where a 
unique resolution is not possible. Multiple recovery actions can be 
carried out on a single stimulus. 
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At the current state of the art, the No.4 ESS is a high-performance 
switching system, with a successful record for reliability and availabil
ity. Its fault-tolerant design has contributed significantly to that suc
cess. 
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