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A Digital Concentrator for the SLC™-96 System 

By R. J. CANNIFF 

(Manuscript received April 22, 1980) 

The SLC™-96 subscriber loop carrier system is a digital subscriber 
carrier system serving up to 96 single-party customers. The system 
can be configured with an optional plug-in which digitally concen
trates two standard, 1.544 megabit, serial pulse-code modulation 
(PCM) bit streams into a single stream, thereby concentrating 48 
customers onto a single T1 digital line. The concentrator employs a 
custom NMOS LSI chip providing a full-access, time-slot interchange 
function. It has microcomputer controllers at the two ends of the 
system to control time-slot assignments. The development of the 
concentrator involved challenges in chip design, software design, and 
performance testing. 

I. INTRODUCTION 

As the state of the art in electronics has advanced, so have the 
inroads of electronics into the loop plant as a supplement to or 
replacement for cable. l The application of pair-gain systems to loops 
has been of particular importance in recent years. The SLC™ -96 
subscriber loop carrier systems is the latest in a line of digital loop 
carrier systems to provide improved features and reduced cost.2 The 
SLC-96 system serves up to 96 single-party subscribers between a 
Central Office Terminal (COT) and Remote Terminal (RT) using stan
dard pulse-code modulation (PCM) coding over facilities such as Tl. 
System features include a variety of channel units, channel and drop 
testing provisions, and spare digital line switching. System versatility 
is further enhanced by three modes of operation (each mode uses one 
additional TIline for protection): 
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Mode I: Carrier only; 96 full-time channels on four working T1 
lines. 

Mode II: Carrier concentrator; 96 channels on two working T1 
lines. 

Mode III: Special services only; 48 special service channels on two 
working T1 lines. 

This article discusses the Time Assignment Unit (TAU) which is the 
concentrator employed in Mode II operation. In a fully equipped Mode 
II system there are actually two identical, but independent, concentra
tors, each concentrating 48 lines onto 24 time-slots of a T1 line, and 
thereby eliminating two main T1 lines (see Fig. 1). In many cases the 
saved T1 lines provide more advantage than is apparent. The benefits 
arise in applications limited by apparatus case size for holding repea
ters, by small cables where the purpose of pair-gain systems is to avoid 
adding new cable, and, similarly, in situations that use several systems 
in parallel along the same route where the number of saved pairs can 
be very significant. For long-distance systems, of course, the saved 
lines result in important cost savings. 

Section II of this article discusses the traffic-handling ability of the 
TAU and the traffic administration provisions. This is followed by a 
functional description of the concentrator operation in Section III. 
Section IV discusses first the hardware features provided by the 
custom Time-Slot Interchange (TSI) chip and then enumerates the 
features provided by software. Selected implementation details for 
both hardware and software are expanded upon in Section V. Perform
ance testing, that is, the equipment and resources that were used to 
adequately stress the concentrator to confirm its design, is discussed 
in Section VI. 

II. TRAFFIC CONSIDERATIONS 

The concentrator performs a full-access, digital time-slot inter
change function. The very conservative two-to-one concentration ratio 
that was chosen provides for the inclusion of a limited number of 
dedicated (unconcentrated) special-service circuits as well as a large 
number of multiparty circuits. It is important to note that a single 
channel unit for special service occupies the same physical space as a 
standard unit for dual voice frequency and thus reduces the number of 
lines to be concentrated by two. Also, the special-service unit requires 
only a single T1 time slot. Thus, regardless of how many special-service 
units are inserted, the concentration ratio remains fixed at two to one, 
but the group size is reduced. The blocking probability for concentrated 
lines increases as more special-service units are added, because of the 
reduced group size. By design, the number of special-service channel 
units is limited to eight and must be physically inserted in the last four 
channel unit positions of each shelf. 
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For heavy loading or mandatory monitoring purposes, six traffic 
administration aids are provided: 

(i) A two-digit numeric display is provided on the faceplate of the 
COT TAU which displays, upon demand, the peak traffic in hundred call 
seconds per hour (ccs), per concentrated T1 time slot since the internal 
traffic register was last cleared. The register is cleared by means of a 
pin jack on the faceplate. 

(ii) The same display will also indicate the number of blocked calls, 
up to a maximum of 15, since the internal blocked calls register was 
last cleared. This register is cleared by means of the pin jack. 

(iii) A traffic lamp is provided on the faceplate, in conjunction with 
a minor alarm, that indicates there has been two or more blocked calls 
for two out of three weeks running. This alarm must be manually 
cleared through the pin jack. 

(iv) A relay closure is provided to remote to an electronic switching 
system (ESS) office that all T1 time slots are in use. The office can 
then divert terminating calls and provide its own reorder tone while 
keeping individual line blockage statistics. (In a non-ESS Central Office 
this diversion will not occur and the TAU will provide a digital reorder 
tone.) 

(v) A second relay is provided that outpulses peak weekly traffic in 
ccs, once per week, to a remote traffic-monitoring register at the rate 
of one pulse per second. 

(vi) A third relay is provided that outpulses the number of blocked 
calls as they occur to a remote blocked calls monitoring register at the 
rate of 1 pulse per second. There is no saturation limit here as there 
was in the faceplate display. 

III. TAU FUNCTIONAL DESCRIPTION 

The following defmitions are given to clarify all discussion that 
follows: A line refers to a subscriber loop at the RT or a wire pair 
appearance at the COT. A channel unit is the physical plug-in serving 
one or two lines and providing the per-line circuit functions. A channel 
is the electrical path from a channel unit to the Transmit Receive Unit 
(TRU) serving it, and the time slot reserved for the line into and out of 
the TRU on the 1.544 megabit serial PCM busses. Channels enter or 
leave the concentrator as time slots from or to the TRUS. Time slots on 
the T1 line interfacing to the concentrator are referred to as trunks, 
because they provide a limited number of shared paths between the 
two terminals of the system, in analogy with traditional trunking 
facilities between central offices. 

3. 1 System block diagram 

Figure 2 shows a simplified system block diagram of the TAUS. The 
microcomputer controllers are realized using the Bell Laboratories 
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Fig. 2-TAU system block diagram. 

designed MAC-8 microprocessor.3 The MAC-8 microcomputers main
tain control over the Time-Slot Interchange (TSI) chips and talk to 
each other over a data-link channel derived from the subframe bits on 
the TI line. The transmit TSI selectively combines two 1.544 megabit, 
serial PCM bit streams, one from each of the TRUS it serves. (A TRU 

performs the A/D, D/A, and framing tasks for 24 channels.) The 
resulting TI signal is sent to the receive TSI at the other end of the 
system where it is expanded into two streams, for sending to corre
sponding TRUS. The TSIS provide full access, meaning that anyone of 
the incoming (outgoing) 48 lines or time slots has access to anyone of 
the 24 outgoing (incoming) ~runks, where trunks are time slots on the 
TI line. The COT TAU handles trunk assignments and, in general, 
controls the concentrator. The RT TAU acts more as a slave. When the 
MAC-8 controller assigns a line to a specific trunk, that line will keep 
the trunk for the duration of the call and in no way inhibits any of the 
other lines from accessing any of the other trunks. 

A line-service request, called "activity," is picked up by the transmit 
TSI by accessing the A and B bit signaling busses on the system 
backplane. A and B bits are the standard nomenclature for per-channel 
signaling that indicates off-hook, ringing, etc. The activity is stored in 
memory in the TSI from which it can be retrieved by the MAC-8 
through the TSI microcomputer address and data ports. Activity at the 
RT is passed over the data link to the COT where the line/trunk 
assignments are determined. 
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The transmit. and receive TSIS must be synchronized to the TRUS 

they serve and appropriate signals are provided for this purpose. No 
synchronization is assumed between transmit and receive TSIS. Fur
ther, no synchronization is assumed between the MAC-8, the TSIS, and 
the data link. The TSIS are accessed by means of a handshake proce
dure. The data-link frame signals are polled to determine when mes
sage processing is needed. 

If all 24 trunks are busy, provision is needed for feeding a fast-busy 
(overflow) tone to the COT channel units. This is done digitally through 
the receive TSI, resulting in significant cost savings in the channel 
units. The receive TSI allows the assignment of up to 24 lines to "busy 
trunks" whereby the selected lines receive a fast-busy tone in PCM 

form as read from a code-word table stored in the MAC-8 program 
memory. Signaling information (A and B bits) is also stored in these 
codes and thereby allows the channel unit to recognize that it is getting 
the fast-busy tone and accordingly trip ringing without charge, prior 
to applying the tone on the blocked customer's line. 

3.2 Circuit block diagram 

Figure 3 shows a simplified schematic for the COT TAU. The RT TAU 

is nearly identical with the basic exceptions that Output Port 2 is 
removed and there is no Read Only Memory 2 (ROM2). The Random 
Access Memory (RAM), Read Only Memory (ROM), Input Port, and 
Output Ports connect to the MAC-8 bus as in any normal microcom
puter. The custom TSI chips were also designed to connect directly on 
the bus and appear to the MAC-8 as programmable peripheral chips. 
The MAC-8 talks to the TSI chips by means of a handshake procedure 

ROM 2 ROM 1 MAC-8 RAM RAM 
2K x 8 2Kx 8 lKx4 lKx4 

D I it 1 ADDRESS 

>' >' 
DATA 

U D 1 
XMIT TSI REC TSI 

INPUT OUTPUT OUTPUT 
PORT PORT NO.1 PORT NO.2 

1 1 . ! 1 ! ! SWITCHES SYSTEM ALARMS RELAYS 
PIN JACK ALARM LEDs DISPLAY 

DATA LINK FRAME SANITY MONO 
PCM PCM TRUNK TRUNK PCM PCM BANK LOOP BACK 

PCM PCM OUT-OF-FRAME 

Fig. 3-COT TAU schematic. 
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using the MAC-8 Data Ready line. The clock frequency for the TSI 

and MAC-8 is 1.544 MHz. Three to nine wait states result, as required 
and generated by the TSI on a read or write. The TSI chip generates 
and responds to the necessary signals for system synchronization. 

Output Port 1 provides four alarm light emitting diodes (LEDS) on 
the faceplate and three system alarms. For the COT TAU, the LEDS 

indicate alarms for COT, RT, traffic, and special-service channels. The 
RT TAU has only two LEDS indicating RT alarm and unit alarm for 
special-service channels. The system alarms are minor, major, and 
major with channel unit disable. Output Port 1 also provides an output 
for strobing the sanity monostable, a timeout device that checks on 
proper sequencing of the program. Output Port 2 provides the dual
digit numeric display for indicating traffic and blocked calls on the 
faceplate and also services the three relays used for remoting concen
trator status. The Input Port provides for the display selection switches 
and the internal register-clearing pin jack, all mounted on the faceplate. 
It further provides inputs for the data-link frame signals which are 
polled to determine data-link message requests. Also, the Input Port 
allows accessing a receiver out-of-frame signal and a bank loop-back 
signal. 

The COT TAU has 4K bytes of program memory and the RT TAU has 
2K bytes. Each are realized using 2K byte ROM chips. At both COT and 
RT, 1K bytes of RAM are provided, though the COT uses less than one
third of the available memory and the RT uses only about one-fourth. 
The TAU plug-ins are printed circuit cards measuring approximately 4 
inches by 10 inches as pictured in Fig. 4. It was required that the TAUS 

be sized to physically replace the Line Interface Units for the T1lines 
that are not needed in the concentrated mode. Power supplies for the 
TAU are 5V and 12V, with typical dissipation being about 3 watts. 
Special requirements had to be met for the RT TAU so that it could 
work over the temperature range of -40 to +85 degrees Celsius. 

IV . HARDWARE AND SOFTWARE FEATURES 

4. 1 Features of the TSI 

The TSI chip was designed to be universal, in the sense that it is 
package lead and microcomputer programmable for use at COT or RT, 

for either the transmit or receive function. In making a universal chip 
with all the features mentioned below, it is possible, and very desirable, 
to reuse pieces of the hardware inside the chip. Thus, for example, 
pieces of RAM and other hardware used for busy trunk assignments in 
the receive TSI mode are alternatively used in the transmit TSI mode 
for the activity and "TNEN" collection (discussed later). Similarly, 
many input and output package leads serve dual purposes. In addition 
to the basic features, several very important additional features are 
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Fig. 4-TAU circuit packs. 

provided by the TSI chip. Most of these features cost very little 
hardware, that is, they increase chip complexity very little, while 
providing useful features. 

Figure 5 is a block diagram of the TSI chip. The heart of the chip is 
a RAM used for PCM data, trunk assignment information, busy trunk
assignment information, activity data, "TNEN" data, per-line test bits, 
1 byte of fast-busy tone buffer, and 2 bytes of ROM. Incoming and 
outgoing serial PCM data is handled in bytes inside the chip by feeding 
the data through serial-to-parallel registers (Registers 1 and 2) and 
parallel-to-serial registers (Registers 2 and 3). The use of Register 2 
depends on whether the TSI is performing in the transmit or receive 
mode. The frame bit is normally stored in the FR FF (frame flip-flop). 
The main-control logic provides the signals for controlling all the chip's 
registers, multiplexers, and RAM. Multiplexers are included for selecting 
address and data for the RAM and for selecting output onto the 
microcomputer data bus. 

4. 1. 1 Interchanging time slots 

The time-slot interchange is executed by the method of writing data 
into a RAM sequentially and reading it selectively for the transmit 
concentrator function and vice versa for the receive function. The 
trunk assignments (24 bytes), which are addresses of the desired PCM 

line data, are stored in the RAM, yet are used to address the RAM 
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selectively by a feedback register (Register 4) to the address bus. Each 
of the trunk (busy trunk) assignments are fed back in turn to address 
the desired line memory. In the transmit mode, if a trunk is unassigned, 
the ROM locations are accessed to send idle code on the T1 line. In the 
receive mode, if a line is unassigned, idle code from the PCM memory 
is read out for the line or idle is forced by means of a cleared "enable 
bit" (discussed later). 

Since the concentrator is positioned between the TRUS and the T1 
line, A and B bit-signaling information is already contained in the PCM 

bit streams when they are received by the TSI. It is necessary, therefore, 
that the TSI insure integrity of signaling frames. Signaling frames are 
the 6th and 12th frames of a 12-frame sequence and contain the per
channel A and B bit signaling information in the least significant bit 
of the PCM code words. Integrity is maintained by having two RAM 

sections of PCM data (48 bytes each). While writing (reading) in one 
section sequentially, the other section is read (written) selectively; the 
roles are reversed every frame. The frame bit is correspondingly 
delayed to match up with the outgoing data. The result is that 
signaling-frame integrity is maintained while the data experiences a 
fixed delay of approximately two frames (250 microseconds) end-to
end regardless of the line or trunk. 

4. 1.2 Microcomputer access 

The microcomputer has access to the TSI memory through the 
address and data ports of the TSI chip (see Fig. 5). This allows all the 
memory locations, including the PCM data memory, to be written and 
read. The main control block of the TSI contains a frame counter for 
controlling all chip sequencing. When the counter is in a state not 
needed for a specific internal function, that clock cycle can be used to 
respond to a microcomputer read or write request. The result is a 
variable number of wait states, as mentioned earlier, because the 
microprocessor can request a TSI access at an arbitrary time. The 
microcomputer talks to the TSI by means of Read/Write, Select, and 
Busy leads that connect to the microcomputer interface circuitry. On 
a read operation the data is held in Register 6 so that the processor 
can use as much time as necessary to recognize the data. Some of the 
address space of the TSI is reserved for addressing the data-link register 
(Register 7) and activity-mode control register (Register 8). 

4.1.3 System synchronization 

The TSI must be synchronized to the TRUS to know where every bit 
in the incoming and outgoing bit streams is located. For the transmit 
function, the TSI puts out a superframe synchronization signal which 
the TRUS can accept and lock to. For the receive function the TSI 
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accepts an out-of-frame and synchronization signal from the TRU. The 
receive function is complicated, however, by the reframing process . 

. Since the TSI exists on the T1 line side of the TRU, the reframing 
executed by the TRU is carried out after the bit stream has passed 
through the TSI. This implies the need for special modes of operation 
while the system is out-of-frame to assure reframe. 

4. 1.4 Digitally generated, fast-busy tone 

A feature of the TSI in the receive mode is the ability to feed a 
digitally generated, fast-busy tone to a terminating connection when 
all trunks are busy. In order to receive the fast-busy tone, a line must 
be assigned to a "busy trunk." The assignment mechanism is nearly 
identical to assigning a line to a normal trunk. The assignment consists 
of an address of the line location into which the fast-busy tone bytes 
are to be placed. These assignments are fed back in turn through 
Register 4 to select the desired lines. Up to 24 lines can receive the 
tone byte simultaneously. The source of the current PCM tone byte is 
a holding register (Register 5) which is indirectly updated every frame 
by the microcomputer, through the fast-busy tone buffer byte in RAM. 

Two signaling codes (A=B=O or A=B=l) can be sent out with the 
tone byte by making the least significant bit always 0 or 1. Only one of 
these codes is used in the TAU for signaling the channel units. The 
fast-busy tone is simulated by a sequence of 48 PCM coded bytes stored 
in the program ROM which emulates the dual-tone frequency needed. 

4. 1.5 A and B Signaling bit collection 

One very important side feature of the TSI in the transmit mode is 
that it gathers A and B bit information to supply the microcomputer 
with line activity information. The simplest and fastest way to collect 
this data is to tap into the A and B bit busses on the system backplane. 
The A and B bit data are available there every frame and, because the 
TSI and the TRU are synchronized, the precise time for each line's A 
and B bit data is known. 

Since the concentrator is interested only in activity and not In the 
precise A and B bit signaling states, the A and B information is 
condensed. No activity (idle) is signaled by the channel units as A = 
B = 0 or A = B = 1, depending on whether the location is COT or RT. 

Thus, the A and B bit collection hardware just looks for a deviation 
from the idle pattern. It is further desirable to have an elementary 
filtering effect so that if there is any activity within a certain time 
period during which the chip is told to collect activity, that activity is 
caught and held, with the result that the microcomputer is not required 
to make numerous, closely time-spaced searches for activity. 

As a result, the TSI chip offers three modes for activity collection: 
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sift for zeroes, sift for ones, or no collection. Since the A and B bit 
information is combined, all 48 lines of activity information are stored 
in 48 bits or six bytes of the RAM. The collection mode control is set by 
the microcomputer in Register 8 (see Fig. 5). Selector 2 and Register 
5 are used to collect each byte of data before being transferred to the 
RAM for storage. 

4. 1.6 TNEN bit collection 

Another important side feature of the TSI chip is that it gathers the 
so-called "TNEN" bits. The per-channel TNEN bit tells the TRU to 
encode PCM data for the channel or to send digital data off a backplane 
bus. Since two channels are associated with a single physical channel 
unit, the two corresponding TNEN bits can be used as an indication of 
the class of service desired by a channel unit. Thus, four different 
types of channel unit can be identified based on the permutations of 
the two TNEN bits, and the concentrator can then take the required 
action. For example, standard dual voice-frequency units get concen
trated service while single voice special and single data special units 
get a permanent trunk. 

The TSI chip in the transmit mode collects TNEN bits in almost the 
same way it collects activity (using Registers 5 and 8 and Selector 2), 
because the TNEN bits are available on the backplane bus in the same 
format as the A and B bits. The only difference is that there is only 
one TNEN bit per line and no sifting is performed, that is, they are just 
collected. The TSI cannot collect activity and TNEN simultaneously 
since they use common hardware. The TNEN bits are stored in different. 
memory bytes in the RAM, however; thus, by means of a fourth 
collection mode (in addition to the three activity modes), the micro
computer can get a snapshot of the TNEN bits between normal activity 
collection. This can be done in just a little more than one frame of 
time so that no significant activity is lost. 

4. 1.7 Per-channel enable bits 

An additional feature of the TSI, and one that has proved to be very 
powerful for real-time testing, is the provision of per-channel enable 
bits. The cost of this memory is low because it employs the upper two 
bits of the trunk assignment bytes which are not needed for addressing 
the 48 possible lines. Each of the 48 enable bits (two per trunk 
assignment location) operates independently on its associated line and 
inhibits PCM writes into the line memory in the transmit TSI or forces 
idle PCM to the line in the receive TSI mode, regardless of the contents 
of the PCM line memory. This feature allows the microcomputer to 
read and write the line memory to check for faults without worrying 
about the data being overwritten or about extraneous data being sent 
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to an idle channel. Since the enable bit feature does not inhibit the 
line from being assigned to a trunk, it allows, with the aid of the 
microcomputers at both COT and RT, PCM test codes to circulate around 
the entire connection loop prior to customer cut through. This checks 
approximately 90 percent of the hardware involved in a connection 
and, as iinplemented, adds only about 15 ms to the connect delay time. 
This feature employs pairs of enable bits as they are read out to 
Register 4 in conjunction with the trunk assignment for that time slot. 
While in Register 4, the enable bits can cancel writing data to the RAM 

from Register 1 (Transmit Mode) or force Registers 2 or 3 to be loaded 
with idle code (Receive Mode) for the particular lines that correspond 
to the time slot in question. 

4. 1.8 Data-link register 

Another auxiliary feature built into the TSI to relieve real-time 
constraints on the processor is an II-bit data-link shift register (Reg
ister 7). The data link, as seen by the concentrator, consists of II-bit 
packets of data, every 9 ms, in a serial format. The data-link register 
is loaded or unloaded in parallel by means of the microcomputer 
address and data ports, after which it is shifted asynchronously by the 
data-link clock. The microcomputer polls the data-link frame signals 
separately to determine when to read or write the shift register. 

4.1.9 Initialization (power-up) sequence 

A final feature of the TSI is a power-up and initialization sequence. 
By means of an external RC network, a latch internal to the TSI is set 
upon power up. Then after the clock starts, a I2-frame sequence must 
be passed through before the chip comes out of initialization. This dual 
method of RC timeout and clock timeout assures a robust initialization 
sequence that assures all memory is initialized and all trunks and busy 
trunks are deassigned. The initialization sequence is also very useful 
for manufacturing testing, as is an additional lead that allows breaking 
up the main-control counter sequence. 

4.2 Program features 

The software for the TAU MAC-8s was developed on a UNIX™ time
sharing-system (see Ref. 4). A Bell Laboratories microprocessor de
velopment tool for the MAC-8, called PLAID, was used for debugging 
and testing the code.3 

The COT and RT programs are written in MAC-8 assembly language 
and are designed to fit into the available 4K bytes and 2K bytes of 
ROM, respectively. Assembly language was used, not only because of 
limited program capacity, but also because of stringent real-time 
constraints, which exist in part because of the decision to keep hard-
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Table I-Code breakdown for the COT TAU functions 
Function 

Call processing and message handling 
Self-diagnostics 

Data base consistency checks 
Line/trunk fault handling 
RAM, ROM, MAC-8 tests 
Initialization and alarm fUtering 

Traffic and blocked calls recurding 
Channel unit identification 
Other 

(9%) 
(10%) 
(10%) 

(8%) 

Percent of Code 

38% 
37% 

17% 
5% 
3% 

ware at a minimum where software can do the job. For this particular 
application, these decisions are still justified after the fact. It is also 
true that understandable code can be written easily in MAC-8 assem
bly because of its C-like syntax, thereby negating some normal aversion 
to assembly-level programming.3 A characteristic of the code is that 
it is very heavy in register instructions, as would be expected for byte 
and time-efficiency reasons. (The MAC-8 employs 16 general-purpose 
registers residing in RAM.) Careful attention was given to register usage 
so that data required over long segments of a routine, or even between 
subroutines, could remain as register variables. 

4.2.1 Software statistics 

Table I shows a usage breakdown of the COT TAU code. The funda
mental job of call processing and message handling represents only 38 
percent of the code. The importance of self-diagnostics is obvious and 
reflects the concern and effort that was expended in this area. 

Table II shows a breakdown of the code in terms of routines, 
instructions, and bytes. A large percentage of the code runs in response 
to interrupts generated by data-link message requests. For example, 
all trunk assignments and deassignments initiated by the COT TAU are 
triggered by the need to form a new data-link message for transmittal 
to the RT. A total of 3894 bytes (95 percent) of the available 4096 bytes 
are used. Table III lists the bytes of RAM required by the COT TAU 

MAC-8 program. Only 286 bytes (28 percent) of the available 1024 
bytes are used. 

Table II-Statistics for COT TAU MAC-8 assembly-language 
program 
Interrupt Background 

Processing Processing Total 

Routines 28 6 34 
Instructions 923 418 1341 
Code (bytes) 2644 1199 3843 
Bytes/instruction 2.86 2.87 2.87 
Percent of code 69% 31% 100% 
Data table (bytes) 49 2 51 
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Table III-Statistics for COT TAU R/W memory use 
Program variables 
Line/trunk data base 
Stack allowance 
MAC-8 registers 
Total 

4.2.2 Program flow 

64 bytes 
90 bytes 

100 bytes 
32 bytes 

286 bytes 

The COT TAU program can be envisioned as a Main (background) 
routine that runs when no other processing is needed and interrupt 
routines that respond to real-time call-processing requests. 

The Main routine performs most of the sanity and memory-checking 
tests. Another job is to manipulate the "TNEN" bits into masks used to 
force trunk assignments or no assignments in response to the types of 
channel units that are inserted in the SLC™ -96 bank. Several alarm 
filters are maintained; the Main routine examines these filters and 
outputs the correct system and faceplate alarms. The traffic and 
blocked-call calculations are also performed by the Main routine. The 
results are passed to an interrupt routine, which times the output for 
displaying on the COT TAU faceplate and for outpulsing via the relays. 
The Main routine also performs some housekeeping chores. 

An interrupt from the receive TSI occurs every frame (125 Jls). 
Because of the digitally generated, fast-busy tone feature, whereby 
PCM code words are read from the processor ROM to the receive TSI, 

this high-speed interrupt is needed. This interrupt is then counted 
down to time other functions for the interrupt routines (see Fig. 6). 
Every 2 ms the Data-Link Polling and PCM Test routine (Poll routine) 
is entered. This routine polls the data-link frame signals to determine 
when a data-link message must be transmitted or received. As a result, 
the Transmit and Receive Message routines are executed every 9 ms. 
The PCM test portion of the Poll routine refers to a function performed 
at the time of assigning a line to a trunk. Prior to customer cut
through, test PCM codes are circulated COT to RT to COT. The transfer 
of the test codes from receive TSI to transmit TSI is done by the 
processor by sampling at the 2 ms rate. Finally, the two-digit numeric 
display on the COT TAU faceplate is multiplexed at 6 ms intervals by 
the Display Mux routine. 

4.2.3 Data-link message protocol 

As mentioned previously, the concentrator data link consists of 11-
bit framed messages. These II-bit messages are grouped together in a 
protocol providing error protection by means of redundancy. All mes
sages except "Idle" are 33-bit messages made up of three sequential 
packets of 11 bits. For digital central-office compatibility, normal 
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DATA LINK 
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PCM TEST 

RETURN 
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<1% CODE 

Fig. 6-COT TAU interrupt routines. 

75% REAL TIME, 
69% CODE 

messages communicate change-in-state information. Provision is made 
for updating of assignments and activity as required. 

The COT transmits a trunk/line assignment (deassignment) by three 
identical, sequential II-bit submessages. The RT looks for a two out of 
three match to respond, thus providing error protection. The RT 

similarly sends activity as three identical submessages. Update infor
mation is needed to periodically assure that the COT and RT TAUS data 
bases are in agreement. Updates are sent as a header plus the message 
and its complement. This biases these messages toward getting 
through correctly, or not getting through at all, a desirable condition 
for update messages. The COT sends assignment updates whenever it 
desires and at the request of the RT by an "Assignment Update 
Request" message. The RT sends activity updates only at the request 
of the COT by means of an "Activity Update Request" message. A 
"Looping Test" message is a periodic message initiated by the COT to 
test the continuity of the data link. A "No Alarm" message is sent by 
the RT periodically as a fail-safe way of sending an alarm message to 
the COT. Care had to be taken in selecting the code words for the 
messages to assure that message boundaries could be determined, and 
also to provide error protection across message boundaries since all 
messages butt end-to-end. 
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4.2.4 Activity filtering 

Activity filtering is provided in both the COT and RT, in addition to 
the rudimentary filtering provided by the TSI chip. Two bit-up/down 
counters are employed as filters using unequal attack-decay, with 
variable thresholds providing hysteresis. These filters provide noise 
immunity and delay for bridging over dial pulsing, switch-hook flashes, 
and silent intervals of ringing so that trunks are not deassigned and 
reassigned during these intervals. These filters negate the need for 
analog filters on the channel units to perform this function. 

4.2.5 Processing trunk requests 

The COT controls trunk (busy trunk) assignments and de assignments 
based on the COT and RT activity. As mentioned earlier, a connection 
test is done when a line is assigned to a trunk, whereby PCM test codes 
are circulated COT to RT to COT prior to cut-through of the line. If no 
trunks are available, the line is assigned to a busy trunk at the COT 

only and the line then receives the digitally generated fast-busy tone. 
In the case of a blocked call caused by activity from the RT, that call 
is transferred to a trunk when it becomes available. Thus, in this case, 
an RT customer would experience delayed dial tone. 

4.2.6 Consistency checks 

To assure that all pieces of the data base relating to line and trunk 
status are correctly correlated, consistency routines have necessarily 
been implemented. If a conflict arises (for example, a line is assigned 
to two trunks), corrective action is taken. Such conflicts only arise 
because of glitches or memory faults, but must be guarded against. In 
fact, detecting and reacting to "soft" and "hard" errors was one of the 
most challenging aspects of the software work. 

Another related aspect was the requirement that the processor be 
able to recover from an arbitrary R/W memory state, because it is a 
stand-alone computer. This required careful consideration and thor
ough testing to determine that, for instance, the processor would not 
"hang" if a flag bit accidentally flipped. The ability to detect and react 
sanely to a genuine fault is also related to these problems. Verifying 
that software works correctly under the above-mentioned conditions 
is difficult. The TAU programs were tested by observing the reaction to 
random data in the processor RAM, and also by forcing bit faults by 
means of special hardware. These tests were excellent in pointing up 
several software bugs. 

4.2.7 Responding to circuit faults 

The TAU software is designed to be very tolerant of R/W memory 
faults because approximately 65 percent of the R/W memory that is 
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used (including TSI) is dedicated to per-line functions. Being able to 
isolate a fault to a single line allows the system to continue operation 
with a minor alarm condition. The effect is .equivalent to a reduced 
"system crash" failure rate for the TAU plug-in. It is estimated that the 
equivalent TAU lifetime willbe increased by approximately 40 percent 
because of the fault-responding software. That is, this software would 
often allow the unit to be replaced before it caused a system crash. 
This software represents only about a 10 percent overhead in code (cf. 
Table I). 

4.2.8 Identifying channel-unit types 

Another software function is processing the "TNEN" information. By 
associating two TNEN bits, the type of channel unit plugged into a 
particular physical slot can be determined. The transmit TSI picks up 
this information and stores it in its own memory from which the 
processor can obtain it. The result of the processing is essentially two 
masks. One mask, when combined with the A and B signaling bit 
activity, generates permanent activity. The other mask forces no 
activity. Thus a special-service unit plugged into the correct physical 
slot can be given permanent service or, if plugged into an illegal slot, 
can be denied service and the condition alarmed. The channel-unit 
information is also used to condition traffic calculations, since traffic 
(in ccs) applies only to concentrated trunks. 

4.2.9 Measuring traffic and blocked calls 

As mentioned previously, a function of the COT software is to 
calculate and store information related to traffic and blocked calls. A 
basic software consideration is that some of this information is held 
for very long periods. The faceplate traffic alarm is based on two or 
more blocked calls for two out of three weeks running. The traffic and 
blocked calls displayed on the faceplate are stored indefinitely. Thus, 
it was necessary to provide storage protection for these pieces of 
information. For simplicity, the approach used was to triple-store the 
data and recover them by a two out of three match. This includes not 
only data, but also the long-term software timers. 

4.2.10 Alarm filters 

The TAU has the ability to output both minor and major system 
alarms and to light alarm LEDS on its faceplate. To control these alarm 
outputs, the software maintains several alarm filters. These filters are 
up/down counters with a natural decay (down count) built in. To 
maintain an alarm condition, the appropriate filter must be incre
mented periodically or fail to be incremented, depending on its use. 
These alarm filters are maintained for various purposes. For example, 
one filter checks that the interrupt routines are periodically serviced. 
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4.2.11 Diagnostic and initialization routines 

Finally, the software also includes necessary diagnostic routines. A 
ROM checksum and a processor maze test are performed continuously. 
A RAM test is also done continuously, but without slowing down call 
processing or missing activity. This is done by testing one byte of RAM 
at a time from an interrupt routine. A few bytes of RAM that are 
directly involved in the highest-speed interrupt are tested by an 
indirect method. As alluded to earlier, methods are also used to detect 
that the processor periodically passes through various portions of the 
interrupt routines. A sanity monostable is also employed and is strobed 
on each cycle of the main routine. Power-up initialization routines are 
provided based on duplicated bytes that are set in the transmit TSI 
after a power-up or a power supply glitch. Initialization of the data 
base is not done based solely on a sanity monostable timeout or 
processor reset since this could be caused by a glitch, which would not 
be a reason to take down all line/trunk connections. 

v. SELECTED IMPLEMENTATION DETAILS 

5. 1 The time-slot interchange chip 

5. 1. 1 Organization of the TSI RAM 

The NMOS TSI chip uses a custom-designed RAM in conjunction with 
polycells (standard catalog gate functions) for the register and control 
logic. Figure 7 shows a functional block diagram of the RAM. The 
operation of the RAM is slaved to a Master Clock (MC) input signal, as 
is nearly all on-chip circuitry. Address, input data, and output data are 
all latched internal to the RAM. Separate data input and data output 
busses exist. The memory is broken into three sections of 49 bytes 
each. The upper two address bits are decoded to select one of the three 
sections. Since four possible combinations of the two address leads 
exist, the fourth combination, not needed for addressing a memory 
section, is used for addressing the data-link register (Register 7, Fig. 
5), activity/TNEN control register (Register 8), and two test bits, thus 
making these isolated circuits appear as part of the RAM memory 
space. 

The bottom six address leads are decoded to select one of the 49 
byte locations within a memory section. To avoid unnecessary transis
tors and a resulting slowdown of memory operation, a full decoding of 
the six bits was not done. Valid addresses for the six least-significant 
bits are decimal 0 to 48 and 63. Addresses 0 to 47 access the 48 bytes 
used for PCM storage in Sections 1 and 2 of the memory and access the 
48 bytes used for trunk and busy-trunk assignments in Section 3. 
Address 48 or 63 selects the remaining byte. This byte is an all-zero 
ROM byte in Sections 1 and 2 and a read/write byte in Section 3. The 
ROM bytes are used to send all-ones (by an inversion) on the Tl line 
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Fig. 7-Block diagram OfTSI RAM. 

for idle trunks. Unassigned trunks are written to "line" number 48 or 
63 which, when fed back, will address one of the ROM bytes. The 49th 
byte in Section 3 is used as a buffer store for the fast-busy tone bytes 
written to the TSI by the microcomputer. Since the tone byte must be 
stable during an entire frame, a buffer is needed to allow the micro
computer the flexibility of writing the next tone byte any time during 
a frame. 

The memory presents a timing interface for the remaining circuitry 
on the TSI chip (see Fig. 8). For a read or write operation, the address, 
read/write signal, and input data must be stable at the end of the first 
half cycle of Master Clock (MC). The memory latches the address, 
read/write, and input data on the rising edge of MC. For a write 
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operation, the write will be completed by the end of the MC cycle (Fig. 
8). On a read operation, a peculiarity of the memory is that the data 
appears in the next MC cycle after the cycle that commanded the read. 
The data becomes valid some time after the start of the cycle and 
remains valid for the rest of the cycle. Each cycle of MC can be used to 
perform either a read or write. The TSI design always mandates one or 
the other. In memory cycles when no useful function is needed, a 
memory read is performed but the data is not accepted by any of the 
registers attached to the memory output data bus. 

5. 1.2 TSI memory layout 

For programming purposes, the TSI can be treated simply as a block 
of memory. Some memory bytes are used for different purposes 
depending on whether the TSI is functioning as a transmitter or 
receiver. The 24-trunk assignments are stored in the bottom six bits of 
the even-addressed bytes in Section 3 of the RAM. The six bits are set 
to a number between 0 and 47 to indicate which of the 48 lines is 
assigned to that trunk. If no line is assigned, either 48 or 63 can be 
written into the six bits. The upper two bits in each of the trunk
assignment locations are called enable bits and operate independent of 
the trunk assignment. Taken together, there are 48 enable bits (two in 
each trunk location). Each bit corresponds to a particular line and, if 
cleared, inhibits PCM read-in to the PCM data locations if the TSI is a 
transmitter, or forces idle PCM data out of the TSI, regardless of the 
PCM data memory contents, if the TSI is a receiver. 

For receive TSI operation at the COT, the odd-address locations in 
Section 3 contain the busy trunk assignments. Again, as with the 
trunks, each location is written to a number between 0 and 47 to assign 
a line to a busy trunk, or written to 48 or 63 if the busy trunk is not 
assigned. The upper two bits of the busy trunks have no special use. If 

MASTER 
CLOCK 

ADDRESS. 
WRITE DATA 

READ 
OR 

WRITE 

READ DATA 

r -MEMOR'(1 
CYCLE 

~ READ~ WRITE IlL 
>« ~!~~ )§( 

Fig. 8-TSI memory operation. 
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the TSI is operating as a transmitter, then there are no busy trunks, 
but some of the same locations are used for holding activity and TNEN 

bits. Each of the activity or TNEN bytes holds eight data bits, one for 
each of the eight lines. Thus there are six bytes of activity and six 
bytes of TNEN to hold data for the 48 lines. 

S.1.3 Internal control 

The control logic on the TSI chip regulates the flow of data between 
registers and memory within the TSI chip, and the selection of times 
appropriate for microcomputer accesses. The main element of this 
control is a 12-frame counter. By assigning states of this counter to 
various functions, control of the chip is achieved. 

S. 1.3. 1 Trunk assignments. To understand the assignment of states 
to specific functions, fIrst consider the steps that must be performed to 
accomplish the basic time-slot interchange function for a TSI operating 
in the transmit mode. Serial unconcentrated data is coming in from 
master and slave TRUS and is being converted to eight bit parallel data 
in Registers 1 and 2 (see Fig. 5). Every eight cycles of MC (1.544 MHz 
Master Clock), two PCM words must be written to the memory, one 
from Register 1 and one from Register 2. Similarly, every eight cycles, 
one PCM word must be read from the memory and written to Register 
3 for transmittal on a Tl trunk. (As noted earlier, the trunk data is 
read from one section of the PCM memory while the unconcentrated 
data is being written into the other section.) To read out the trunk 
data, however, the line assignment for that trunk must first be read 
out to Register 4, to provide the address for the line data to be read 
out. Thus, these basic operations consume four out of every eight MC 

cycles. For the receive TSI operation the trunk data comes into Register 
1 and exists unconcentrated through Registers 2 and 3, similarly 
requiring four cycles. 

S.1.3.2 Busy trunk assignments. In the receive TSI operation at the 
COT where busy trunks are needed, two additional cycles out of every 
eight are used, one for reading the busy trunk assignment to Register 
4 and one for writing the current fast-busy tone byte from holding 
Register 5 to the PCM line memory of the addressed line. The fast-busy 
byte is then read out to Register 2 or 3 via the normal sequential 
readout. The current fast-busy tone byte is read from the fast-busy 
buffer location in memory to holding Register 5 during the frame bit 
state (193rd count of the control counter). Thus the receive TSI at the 
COT uses a total of six out of every eight cycles plus the one extra state 
occurring each frame. 

5.1.3.3 Activity/TNEN. In the transmit TSI mode, states other than 
'the four basic states are used for transferring activity and TNEN 

information from/to Register 5. These states occur once every 32 
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states rather than once every 8 states, because it takes that long to 
collect a byte of activity or TNEN data. 

5. 1.3.4 Microcomputer access. In all modes of operation, no more 
than six out of the eight states are used for internal operations; the 
other two states are reserved for potential use by the microcomputer 
to perform a read or write of the memory. Waiting for an available 
state gives rise to the wait states encountered by the microcomputer 
on a TSI access. The two internally unused states out of every eight are 
evenly spaced to minimize the delay seen by the microcomputer. 

5. 1.4 System synchronization 

5.1.4.1 Transmit TSI mode. In the transmit mode the TSI chip estab
lishes its own reference based on its internal counter state. It then 
forms a super-frame system synchronization signal for sending to the 
TRUS (a unique pattern over 12 frames). The signal consists of two 
pulses, one in frame 2 and one in frame 12. Each pulse must be only 
162 ns wide to synchronize the 6.176 MHz count-down circuits in the 
TRUS (6.176 MHz is the fundamental crystal-controlled clock in the 
SLC-96 system from which the T1 rate is derived). The TRUS and the 
TAU receive the same clock and then the TAU must carefully time the 
pulse with respect to the clock edges. Because of the short delays 
involved here, the pulse had to be timed with TTL external to the 
custom NMOS chip. The TSI chip puts out a pulse that spans two 6.176 
MHz periods which is then gated externally to produce the desired 
pulse. The effect of the pulses that are sent to the TRUS is to synchro
nize the counters in the TRUs. 

As the slave digroup PCM enters the TSI, it is delayed by one clock 
period by means of an FF (see Fig. 5) so that it arrives one MC cycle 
later than the master PCM. The outgoing trunk PCM is also delayed one 
cycle by means of an FF, which exists for matching outgoing PCM 
streams in the receive mode. The frame bit from the master digroup 
is picked off and saved in the FR FF for re-insertion into the outgoing 
trunk PCM bit stream (which is why this stream is called the master). 

5.1.4.2 Receive TSI mode. Synchronization in the receive mode is 
very different from synchronization in the transmit mode, because the 
timing is controlled by the reframing circuit contained in the TRU. This 
circuit locks on the frame bit in the received T1 bit stream and thus 
can provide the timing reference and reframe signals needed by the 
receive TSI in the TAU. 

The timing reference is provided in the form of a 4 KHz (two frame) 
clock signal from the master digroup TRU. The edge of this clock 
waveform is used to trigger the TSI control counter to a predetermined 
state chosen to synchronize the TSI to the incoming bit stream from 
the T1 line interface unit. When calculating the position of this bit 
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stream relative to the synchronization signal provided by the TRU, the 
delay in passing through the TSI must be taken into account. 

Reframing is a very important consideration for receive TSI opera
tion. Since the reframing process occurs downstream from the TSI, the 
TSI must assume a special mode of operation during the reframe 
process. This mode must pass the concentrated trunk bit stream 
directly through the TSI unchanged to assure that the frame bit is 
received by the TRUS (the timeslot interchange function can lose the 
frame bit if the TSI chip is out of sync). Once the TRUS reframe, the 
receive TSI can resume normal operation. To assure that the TRU is 
not thrown out-of-frame when the receive TSI returns to its normal 
sequencing after a reframe, it is necessary that the relative position of 
the frame bit not change. That is, during the time that the TSI is 
passing the received concentrated bit stream directly through, it must 
insert the same number of cycles of delay as it will when it is operating 
normally. Also note that the scrambled time slots sent to the channel 
units during reframe are of no consequence because the channel units 
are not enabled to receive the information. 

A further consideration during the reframe process is that the 4 KHz 
synchronization signal slips as the TRU searches for the frame bit. Thus 
this signal cannot be allowed to preset the TSI control counter during 
this time or confusion can result. The TRU provides an out-of-frame 
signal that can be used to gate the synchronization clock and also force 
the TSI chip into its special reframe mode of operation. Once the out
of-frame signal indicates the TRU is reframed, the synchronization 
clock is allowed to once again force the counter state in the receive 
TSI. 

During the reframe mode the TSI performs as follows. All incoming 
trunk data, instead of being selectively written to the assigned line 
memory locations, is sequentially written to all the slave PCM memory 
locations in the same section of PCM memory as the selective writes 
would have been done. The sequential readout of each line's data in 
the alternate section of PCM memory continues as normal, except that 
the slave data is also forced out to the master digroup. In this way the 
concentrated bit stream is passed directly through the TSI with the 
same delay experienced by the bit streams in the normal mode of 
operation. Note that if the receive TSI is out of synchronization (as it 
is assumed to be if a reframe is needed), then the frame bit is not being 
put into the frame flip-flop (FR FF). Instead, an arbitrary bit out of the 
frame sequence is being inserted in the FR FF, depending on the relative 
state of the TSI control counter. The actual frame bit, then, is being 
stored somewhere in the PCM memory. The bit stream passes un
changed through the TSI, however, with the bit stream being put back 
together correctly as it. exists from the TSI. 
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After the reframe process terminates, the control coun.ter is resyn
chronized as mentioned above. Since the frame bit was arbitrarily 
located in memory, the resynchronization will, in general, cause the 
loss of one frame bit. The lost frame bit will be in error with 50 percent 
probability assuming a random bit is inserted in its place. By selecting 
the rising edge of the synchronization clock, the frame bit that is lost 
is a signaling frame bit. Thus there is no concern, during the resyn
chronization, about approaching the master frame bit error threshold 
that would throw the TRU back out-of-frame. A signaling frame bit 
error will, at most, delay the reframing of the signaling bit extraction 
circuit in the TRU. 

One other step must be taken in the TSI to complete the reframing 
process. Since the slave PCM memory locations were used to hold data 
while the TSI was passing the concentrated bit stream directly through, 
it is desirable to clean out this memory, that is, write these memory 
locations to idle PCM code. This is done automatically by the hardware 
during the two frames that follow the control counter resynchroniza
tion (two frames are needed to initialize both sections OfpCM memory). 

The TSI adds approximately four frames of time to the reframe 
process for PCM data. This is an increase of 0.5 ms to an average 
reframe time of 25 ms. The TSI may also add up to one super frame of 
delay to the receipt of A and B signaling bits by the channel units 
because of the erroneous signaling frame bit. This is equivalent, worst 
case, to the loss of one additional A and B signaling bit. 

5. 1.5 Chip development 

The development of the Time-Slot Interchange (TSI) chip was 
justified on the basis of cost, power, and space. Further the chip is a 
universal design that can function as a transmitter or receiver, at COT 
or RT, so that only a single custom design is required. The breadboard 
for the TSI was built using 96 off-the-shelf integrated circuits. The chip 
is realized with NMOS polycells and a custom NMOS RAM using 5 micron 
rules on a chip 258 X 367 mils, packaged in a 40-pin DIP. Typical power 
dissipation is 750 mW. The design cycle from the first paper design to 
first chips took about two years. The chip contains 432 poly cells, 145 
bytes of static RAM, and two bytes of ROM. There are about 10,000 
transistors, 70 percent of which are used in the RAM. Extensive logic 
and timing simulations were required to verify the design. 

5.1.6 Internal timing considerations 

The TSI clock frequency of 1.544 MHz mandated careful considera
tion of timing delays in the design of sub circuits for the TSI. "Regular 
power" NMOS polycell gates can give delays of approximately 50 ns. 
"High-power" and "super-power" gates must be used for shorter delay 
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times with corresponding increases in power dissipation. Certain crit
ical paths in the TSI did require the use of high-power and super-power 
gates. 

This method of meeting timing constraints, however, was only 
supplementary to the decision to build a highly synchronous design. 
By clocking nearly all subcircuits directly with Me (Master Clock), a 
very clean timing plan was developed. That is, all propagation delays, 
setup times, and hold times could easily be calculated with respect to 
an Me edge. Memory operations were also specified with respect to Me 

{previously discussed}. Such a design avoids accumulating long strings 
of delays that can cause problems at the expense of, in some cases, 
additional gates. For example, all the registers have their FFS directly 
clocked by Me. Gating around and between FFS determine the function 
the register performs such as hold, shift, or load. With this type of 
design, where all action takes place on a clock edge, the remaining 
portion of a cycle can be used for propagation delays of the signals 
that determine what function will be performed when the next clock 
edge arrives. This design technique is very valuable for high-speed 
designs (high speed relative to the technology limitations). 

Another timing consideration that should be mentioned is the ex
pected clock duty cycle variations in the receive TSI mode. Me in the 
receive mode is the recovered TI line clock. As such, duty cycle 
variations can be expected. Final assumptions were for a 60/40 duty 
cycle worst case in either direction. This implies a need for the TSI 

chip to work, equivalently, at a higher frequency (viz. 40/40). Timing 
must apply for worst-case device, power supply, and temperature 
variations, as well, leading to the test-clock rate at room temperature 
of2.5 MHz. 

5.2 COT software details 

5.2.1 Real-time constraints 

A basic problem in structuring the software was to determine a 
method for handling the real-time constraints. All the interrupt rou
tines run indirectly off the fast-busy tone interrupt which occurs once 
every eighth of a millisecond (recall Fig. 6). The message routines can 
take milliseconds to execute, however. Thus it was necessary to enable 
the interrupt upon leaving the Fast-Busy Tone routine to enter the 
other interrupt routines. The result is that several levels of interrupt 
can exist on the stack. The MAC-8 microprocessor automatically saves 
the condition register and return address on the stack when an inter
rupt occurs, and thus conveniently allows nesting of interrupts. Since 
the Main routine may have been nested in subroutines when it was 
interrupted and the interrupt routines, themselves, may have been 
nested in subroutines at the time of another interrupt, the stack must 
be large enough to hold all the return addresses. A few data values are 
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also sometimes stored on the stack. Fifty bytes was determined to be 
adequate by considering worst-case nesting levels and including margin 
for unexpected levels caused by an interrupt glitch or an accidental bit 
flip (a subroutine call stores two bytes on the stack, an interrupt three 
bytes). 

5.2.2 Time-share processing 

To get a better feeling for how the processing gets time-shared, refer 
to Fig. 9. This time diagram is an example of the routines that might 
be processed in response to a sequence of interrupts. The Fast-Busy 
routine is executed after every interrupt, followed by a return to the 
routine which had been executing. This time line starts out by assum
ing the processor is in the Main routine when an interrupt occurs. The 
interrupt causes the Fast-Busy routine to be executed. After 16 exe
cutions of the Fast-Busy routine, a 2 ms timeout occurs causing the 
Poll routine to be entered (recall Fig. 6). The Poll routine can be 
interrupted several times, before it finishes, by the Fast-Busy routine. 
After the Poll routine finishes, it is assumed that the Transmit Message 
routine needs to be executed. This routine runs for milliseconds and so 
will be interrupted not only by the Fast-Busy routine but also by the 
Poll routine. After the Transmit Message routine terminates, it is 
assumed necessary to process the Receive Message routine and so 
control switches to it. Finally, the Receive Message routine finishes 
and control returns to the Main routine. 

The Fast-Busy, Poll, and Display Mux routines are fast enough to 
finish before they would be called upon to re-execute. However, they 
would not cause serious problems even if they were re-entered because 
of some glitch. The message routines are much more complex, however, 
and can cause some serious consequences (confusing trunk assign
ments, for example) if they are re-entered. Normally these routines 
would be finished before being called upon again (as necessary to meet 
the demands of the data links for messages every 9 ms). However, to 
provide a degree of protection from the havoc that could occur if they 
were re-entered, a flag is maintained that indicates the message routine 
needs processing or is in the process of being executed. This flag is set 
by the Poll routine when it determines that the message routine needs 
processing, and is cleared at the end of the message routine after all 
processing is completed. These flags also provide the means by which 
control can be transferred directly from the Transmit Message routine 
to the Receive Message routine or vice versa (recall Fig. 6). 

5.2.3 Data-link polling 

The data link provided the TAU by the SLC-96 Data Link Unit 
(DLU) consists of 11 bit packets of serial data every 9 ms. The TAU is 
provided with a frame signal that remains high for 2.75 ms and low for 
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6.25 ms. During the high portion of the frame, serial data is transmitted 
or received at a 4 KHz rate (1 bit every 0.25 millisecond), by combining 
a 4 KHz clock provided by the DLU with the frame signal. As Fig. 10 
indicates, the time while the frame signal is low is available for loading 
or unloading, in parallel, the shift register provided in the TSI chip. 
Figure 10 also indicates that the frame signal is polled every 2 ms. The 
polling is asynchronous and so only one possible phasing of the polling 
with respect to the frame signal is shown. The polling scheme works 
by noting 1 to 0 transitions of the frame signal and using this event as 
a trigger for processing the message routine and loading (unloading) 
the shift register. Both the Transmit Message routine and the Receive 
Message routine write or read, respectively, the shift register immedi
ately upon entry; thus, if the routine is delayed or takes a while to 
process, it is assured that the data-link shift register is loaded or 
unloaded prior to the next rise in the frame signal. 

The actual data-link polling is complicated by the fact that there 
are two data-link frame signals, one for transmit and one for receive. 
The data links are asynchronous with respect to each other (or at least 
out of phase with any random phase), and so all relative phasings must 
be considered. The message routines are designed to run to completion 
before transferring control to the other message routine, if needed. 
Therefore, a message routine can be delayed and real-time constraints 
must be considered. Since a request to process both message routines 
may occur at the same time, a priority of processing had to be 
established. 

Figure 11 shows two possible phasings of the data-link frame signals 
and the processing sequences that could correspondingly result (the 
Receive Message routine is given priority). Note that message routine 

DATA LINK 
DATA Ilml~i III'T$EC 111111111111 

l_SHIFT_-l- ___ LOAD/UNLOAD -----1 
SERIAL PARALLEL 

DATA LINK I (2.75 ms) 
FRAME -.J (6.25 ms) L 
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Fig. lO-Data·link message processing. 
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processing need not alternate; instead, the Transmit Message routine 
may be processed twice in a row followed by the Receive Message 
routine being processed twice in a row as the result of 2-ms polling of 
the 9-ms frame interval. 

If both frame signals are aligned and the polling was such that the 
transition from 1 to 0 is not noted until almost 2 ms after it occursJ 

then the Receive Message routine is constrained to be less than 4.25 
ms. Enough time must be allowed to enter the Transmit Message 
routine and put out the new submessage, prior to the rise of the 
transmit data-link frame signal. 

Since only a single flag is used with each message routine to indicate 
that the routine needs processing or is in processing, and since requests 
for processing can occur 8 ms apart, the sum of the execution time of 
the Transmit and Receive Message routines is constrained to less than 
8 ms. If, under some unusual circumstance, the processing takes more 
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than 8 ms, the result is that the next occurrence of the Transmit or 
Receive Message routine is not processed and a data-link submessage 
is therefore lost. But because of the redundancy and error protection 
built into the data-link messages, a message will probably not be lost. 

5.2.4 Time-critical routines 

The most time-critical routine is the Fast-Busy routine. Great care 
was taken to make this routine as fast as possible; two MAC-8 registers 
are used, one for an auto-increment pointer to the fast-busy word data 
table (register b4) and one as a temporary holding register for the tone 
byte (register a5), since a memory-to-memory transfer instruction does 
not exist. (In MAC-8 assembly code, "b" registers are 16-bit general
purpose registers and "a" registers are 8-bit general-purpose registers.) 
For the purpose of saving bytes and improving speed throughout the 
entire TAU program, two eight-bit registers (a3 and a13) are used for 
flags. One of these flags is used for the silent interval of the fast-busy 
tone (the tone is pulsed on for a 0.25 s, off for a 0.25 s). 

Table IV gives the cycle count on an immediate return path of the 
Fast-Busy routine. The variable number of cycles for the write instruc
tion is due to the variable number of wait states for a TSI access. 
Assuming that 67 cycles of each frame (out of the available 193) are 
used for the Fast-Busy routine implies that 35 percent of the real time 
is used in this routine. 

A 2-ms software timer is derived from the data table pointer (register 
b4) in the fastest possible way by a test on bit 4. For this scheme to 
work, the Poll routine, when it is entered, immediately increments the 
pointer by 16 so that only a single 2-ms timeout is indicated by the bit 
test on the pointer. Thus the fast-busy code table of 48 bytes is actually 
stored in ROM as three tables of 16 bytes, separated in address space 
by 16 locations. Worst case, the data table pointer must be set to its 
new value in less than one frame of time from the interrupt, to assure 
it has the correct value when the next interrupt occurs. The values for 
the fast-busy code words were derived by calculating linear samples of 
the tone and then using a translation table to companded PCM codes. 
The least significant bit was forced to always be one as needed for A 

Table IV-LisHng 1: Fast-Busy routine code fragment 
Cycles Instruction Comment 

10 (interrupt preamble) 
7 if (bit(7, a3» goto ia1; j* jump if silent interval *j 

15 a5 = *b4++; j* fetch busy word *j 
16-22 BSYWD = a5; j* write word to rec lSI *j 

7 if (bit(4, a4» goto ia2; j* check polling timer *j 
9 ireturn( ); 

64-70 (Total cycles) 
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and B bit signaling to the channel units. The code inverse actually 
gets sent to the channel units because of a data inversion in passing 
through the TSI. 

The Poll routine is less critical than the Fast-Busy routine by a 
factor of 16, but it is still important to consider worst-case paths. The 
routine is held to a minimum, again, by careful use of register instruc
tions and arranging the conditional branches for minimum worst-case 
path. The execution time of the Transmit and Receive Message 
routines must also be considered, because they need to be fast enough 
to service the data-link requests upon demand, to avoid further com
plication of the algorithms. An example of what can be done to 
minimize worst-case timing paths is the execution of the consistency 
checks and updates in the Transmit Message routine on the passes 
through this routine that do not require the calculation of a new 
transmit data-link message. That is, since a message is composed of 
three II-bit submessages which are calculated and saved until needed, 
no new message calculation is required while the first two of these 
submessages are being sent, and so there is real time available for the 
consistency and update routines to use. 

The Main routine has no significant real-time constraints; however, 
it is still necessary to know the approximate cycle time of the routine 
to allow an adequate timeout for the sanity monostable. The cycle 
time of the Main routine is, of course, strongly affected by the running 
time of the interrupt routines. (It is necessary to strobe the sanity 
monostable from the Main routine, rather than an interrupt routine, 
since the latter might continue to strobe the monostable while allowing 
a return to an unknown loop at an arbitrary location, rather than to 
the Main routine.) 

5.2.5 Line/trunk data base 

The processor RAM is used for several purposes as was given in 
Table III. The line/trunk data base stores copies of the 24 trunk and 
24 busy-trunk assignments. These copies are used during assignment 
searches and acted upon by the consistency routines. The transmit 
and receive TSI assignments are updated from this copy. These copies 
are maintained because they can be accessed more quickly than the 
Information in the TSIS. 

The line/trunk data base also holds information concerning the 48 
lines the concentrator serves. This information is split into six data 
groups, each group holding information for eight lines. The information 
is stored in bitwise correlation with the eight bits of line activity as 
collected in a single byte by the transmit TSI. For each group, seven 
bytes are stored. Bytes 0 and 1 are the TNEN masks for forcing activity 
or no activity. Bytes 2 and 3 are the activity filters, stored as least-
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significant bits and most-significant bits of two bit up/down counters. 
Byte 4 stores the status of activity from the RT as received over the 
data link. The trunk and busy-trunk status in bytes 5 and 6 indicate 
whether a line is assigned to a trunk or busy trunk, respectively. These 
bits are maintained to provide a fast method of determining whether 
an assignment (deassignment) is needed. Without them, one would 
have to scan all the trunk assignments for every line that had activity 
to determine which line needed assigning. This could not be done 
within the time constraints of generating a data-link message "upon 
demand." All the bytes of data in each group are arranged so that all 
eight lines can be processed simultaneously by byte operations, thus 
performing activity filtering, TN EN masking, and service request deter
mination very quickly. 

5.2.0 iiandiing iclUiiy ii",;:::; emu trunks 

A significant feature of the software is the ability to allow concen
trator operation in the presence of partial faults. Before assignment to 
either a trunk or busy trunk, extensive local memory checks are made 
on the trunk (busy trunk) assignment, enable bit, PCM data, and status 
bit memory locations. A failure causes an alarm to be raised and 
possibly a line/trunk fault to be stored. If local tests pass, then the 
PCM looping test is set up for a trunk assignment. A failure of this test 
can also cause a fault to be stored. 

The routines that are provided allow for the detection of memory or 
connect (disconnect) failures at the time of line/trunk assignment 
(deassignment). If a particular line/trunk combination fails, that com
bination is put in a fault store and periodically retried. One such fault 
gives rise to a minor alarm, two such faults shut down the system. The 
question is always raised, why not try to assign the line to a different 
trunk if the first one fails? This is not as easy as it sounds. The basic 
problem is one of fault isolation. The line/trunk combination is fun
damental in finding the fault; splitting them up could easily cause a 
loss in the ability to refind and retest the fault, to maintain an alarm. 
The result could easily be intermittent alarms or a faulty trunk that 
wanders from line to line, possibly causing random customer com
plaints. In any case, it would require a lot more software with dimin
ishing returns. It is also true that, for a given line/trunk combination 
fault, hardware considerations give a higher probability to the line 
being at fault than the trunk. In short, it seems very acceptable, and 
is fairly straightforward in software, to keep the line/trunk combina
tion as a means for maintaining an alarm while allowing all other 
customers normal service. 

A fault consists of a trunk and line pair. The stored trunk number 
is the lower byte of the address to the trunk or busy-trunk assignments 
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in the processor RAM. A line number is stored as 0 to 47. If the fault 
was trapped during a deassignment, the "line" number may be 48 or 
63. Both 48 and 63 are used because TSI will allow either one as a no 
assignment number. If memory fails and will not allow deassignment 
to 63, then 48 is tried. An empty fault store is designated by all ones 
for the line number and all zeroes for the trunk number. 

If a fault is to be retried, the trunk and line numbers are checked for 
validity and then a jump to the appropriate trunk (busy trunk) 
assignment (deassignment) algorithm is made. ,Also, to assure that the 
fault is not lost because of changes in the faulted line's activity, 
permanent activity is maintained by setting the activity filter for that 
line to a count of 3. A fault will be retried approximately every 1.8 s 
and thereby continue to increment an alarm filter if the fault persists. 

5.2.7 PCM looping test 

For a trunk assignment, the PCM looping test is always executed. 
First, the test is initiated in the Transmit Message routine. This 
process consists of clearing the enable bits in transmit and receive TSIS 

for the line under test, so that the test codes win not be overwritten or 
sent to the channel units. Also, the first PCM test code (alternating l's 
and O's) is written into the transmit TSI PCM memory locations and a 
PCM test timer is set for an 80-ms timeout. Since the line is assigned to 
a trunk at the COT, the test codes are received at the RT as soon as the 
RT receives the trunk assignment message over the data link. The 
enable bits at the RT are automatically cleared upon receipt of the 
assignment message. 

The operation of the test at the COT is then picked up by the PCM 

test portion of the Poll routine. This routine will sample the receive 
TSI every 2 ms looking for the PCM test code that should be returned 
by the RT. When the code is received, it is complimented and sent to 
the RT. When the complimented code is received at the COT, the COT 

sends a test termination code (alII's) to the RT for 10 ms and then sets 
the COT TSI enable bits, thereby cutting through the customer at the 
COT. The RT will correspondingly set the enable bits at the RT when it 
receives the test termination code. 

If a timeout occurs, the COT will deassign the trunk and store the 
line/trunk combination for later retry. If the RT fails to see the test 
termination code after a timeout from receipt of the assignment 
message, it will simply deassign the trunk (only the COT records the 
trunk and line that gave rise to a fault). If a trunk (busy trunk) 
deassignment is requested, the disconnect is performed in a straight
forward manner. Some memory tests are performed and may result in 
the storing of a fault. This fault may involve only a trunk if the 
problem is in writing the unassigned "line number." 
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VI. PERFORMANCE TESTING 

Performance testing of the TAU was a very big part of the project. 
When all the hardware and software effort expended in testing is 
considered, the testing job was nearly as big as the basic job of 
designing the TAU circuits, custom chip, and software. Because of the 
complexity and compactness of the design, thorough and sophisticated 
testing was essential. 

6. 1 Early-project testing 

The TAU project began with the design of the TSI. TSI breadboards 
were built and debugged using a scope and logic analyzer. Because the 
TSIS use a handshake arrangement in talking to the microcomputer 
bus, manual switches can be used to simulate the bus signals, and thus 
a v."Orldng microcomputer was not needed at this stage. Later, after 
the TSI design was well on its way to being realized as a chip, the 
microcomputer designs were finalized and built. The microcomputers 
were debugged using simple programs and a logic analyzer. 

6.2 Mid-project testing 

Once serious programming began, a versatile test set was needed in 
addition to the MAC-8 development system (PLAID). A MAC-8-based 
test set was designed that allows the display of all 24 trunk assignments 
on numeric displays by examining the data link messages that flow 
from COT TAU to RT TAU. It also employs A and B bit and TNEN bit 
generator cards that store information for all 48 lines that the concen
trator is working with and allows the operator to manually set these 
bits to simulate channel units. It also displays the received A and B 
bits for the selected channels. 

This test set was invaluable for tracing bugs in the TAU software as 
it developed. Some of the intermittent and transitory phenomena was 
especially visible on the displays. It was also very nice for observing 
the results of simulated memory faults, which was done with another 
piece of test hardware, consisting mainly of EPROMS with the selected 
bits to be faulted marked in the EPROM. Most of the software for the 
TAU was written and debugged using this MAC-8-test set in combina
tion with the PLAID. 

Another capability that was developed later and was very useful in 
debugging the code was a data-link monitor. This allows the concen
trator data-link messages in both directions to be displayed on a CRT 

in a correlated fashion. The program allows the storage of messages 
occurring over approximately 2.3 s and allows triggering on a particular 
message pattern with "don't care" conditions. The stored messages 
can then be viewed by scrolling forward and backward. The data-link 
monitor was especially useful for checking out the software that 
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determines message priority. It was also useful in noting response 
messages, such as a trunk assignment message leaving the COT TAU in 
response to an activity message received from the RT TAU. Another 
use was in viewing widely-spaced periodic messages such as the data
link "Looping Message." 

6.3 Late-project testing 

A development that paralleled the TAU and which proved very useful 
to us for system tests and final TAU software tests was the "Traffic 
Generating System" (TGS). This development was initiated to simulate 
realistic traffic on digital lines for the testing of a digital switch. It was 
decided to develop the hardware and software necessary to use the 
SLc-96 carrier system for simulating traffic on a TIline. This hardware 
and software also serves as a debugging tool for the TAU, while the TAU 
also provided a shakedown test for the traffic-generating system·. 

"Signaling interface boards" that perform similar to the original 
MAC-8 test set are used to simulate channel activity in TGS, that is, A, 
B, and TNEN bits for all channels are stored in a RAM and read out in 
the proper sequence. Similarly, received A and B bits are stored. One 
signaling interface board serves 24 channels. The RAM is writable and 
readable through an I/O port to a DEC-LSI-II. This hardware is 
flexible, portable, and used simply by plugging the simulator card into 
a channel unit position in the SLC-96 system bank. The LSI-II is tied 
through a satellite processor link to a host UNIX system (see Fig. 12). 

Software for TGS allows writing "scripts" in C programming language 
that describe what a channel does and when it does it. Library routines 
are available that simulate, for example, dial pulsing and ringing. Many 
scripts can be run simultaneously using shared library routine code. 
The system thus allows simulating realistic traffic conditions. 

By using TGS and the data-link monitor, the final TAU boards were 
exercised very thoroughly. One program that was written measured 
the connect delay time from an A or B signaling bit change. This 
program was expanded to make thousands of random calls, measure 
the delays, and store the results in a UNIX file for later graphing of 
delay distributions. Most of the delay and distribution of delay is 
attributable to the delay and asynchronism of the data link. Originating 
calls are delayed more than terminating calls because of the delay in 
transmitting RT activity to the COT. Average connect delay from the 
COT is 70 ms, with 100 ms from the RT. 

Delay measurements were repeated with a random-error generator 
used to insert errors on the TIlines. At an error rate of 2 X 10-4

, which 
is worse than a functioning SLC-96 system will see, the only noticeable 
change in the connect delays was an increase of a few milliseconds in 
the delay. This checked out the error protection built into the data
link messages. 
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Another program that was written simulated two simultaneous calls 
and measured the connect delay of the delayed call. These measure
ments showed an increase in the connect delay of approximately 50 
ms for the second call. Programs were also written to manipulate the 
TNEN bits, with and without A and B activity, and thereby simulated 
each type of channel unit in each physical position. Other programs 
checked blocked-call functioning, the generation of fast-busy tone, and 
normal ringing and dialing. The traffic generating system was undoubt
edly very important in establishing confidence in the final hardware/ 
software design. 

VII. CONCLUSION AND ACKNOWLEDGMENTS 

The SLC-96 carrier system TAU demonstrates that modern electron
ics economically provide improved features in the loop plant. The 
ability to integrate the Time-Slot Interchange function onto a single 
chip made this development possible. By digital concentration, the 
TAU reduced the number of Tl lines needed by the SLC-96 system 
from five to three. Because provision is made for special-service circuits 
to be given unconcentrated trunks, a separate system is not needed to 
provide a few special interfaces. Traffic measurement and extensive 
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maintenance features were also successfully integrated into the firm
ware control of the TAU. 

The author wishes to especially acknowledge Lary Range for per
forming extensive simulations on the TSI chip and John Beck for his 
software-design assistance. The layout and design of the TSI chip were 
directed by Gil Mowery. Sam Arnold, Brian Redman, and Doug Corey 
were responsible for the software design of TGS. Credit is also due to 
many other individuals who were associated with all phases of this 
project. 
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Compiling Three-Address Code for C Programs 
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This paper describes a post processor that improves the assembly
language code generated by the portable C compiler. The novel ability 
to change a sequence of two-address instructions into an equivalent 
three-address instruction distinguishes this particular code improver 
from other "peephole" improvers. The combined compiler-improver 
generates good three-address code for the Digital Equipment Cor
poration VAX -11 ® computer without requiring extensive changes in 
the compiler itself, which was designed to accommodate machine 
architectures with at most two addresses per instruction. For typical 
programs the improver reduces the number of bytes in the instruction 
stream by 10 to 23 percent. This paper emphasizes the technique used 
to transform two-address code to three-address code. 

I. INTRODUCTION 

The portable C compiler} is an effective tool for quickly constructing 
a C compiler2 for a general purpose digital computer. With reasonable 
effort the resulting compiler generates correct code, and the quality of 
the translation into assembly language is acceptable. However, users 
frequently demand better code if they anticipate prolonged or exten
sive use of programs written for a particular application. A post 
processor that reads the assembly language generated by the compiler 
and writes better assembly language having the equivalent effect can 
satisfy much of the demand. (Here "better" code requires fewer bytes 
for instructions or less time to execute, or both.) This paper describes 
a program that improves code generated for the Digital Equipment 
Corporation vAx-ll® computer, paying particular attention to the 
technique used to transform two-address codes into three-address 
codes. 

One reason why a code improver can be effective is that the portable 
C compiler often generates code in the easiest possible correct manner, 
even if such a code is suboptimal over a wide range of machines. The 
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compiler expects that a post processor will clean up after it. For 
example, the compiler translates the C program fragment 

as if it were written 

LIOO: 

LIOI: 

while ( ... ) { 

} 

if (b > 0) break; 

while ( ... ) { 

} 

if (b < = 0) go to LIOO; 
go to LIOI; 

which contains a conditional jump around an unconditional jump. It 
should not be difficult to compile the original fragment as if it were 

while ( ... ) { 

if (b > 0) go to LIOI; 

} 
LIOI: 

but the compiler does not do this, so one of the standard tasks for a 
code improver is to replace "skips over jumps" with jumps on the 
negated conditions. 

Another reason that a code improver can produce better code is that 
the compiler's model of code generation may ignore or not take full 
advantage of architectural features found on a specific machine. The 
portable C compiler understands one-address instructions and two
address instructions, but does not understand three-address instruc
tions or instructions which use an address as an immediate operand. 
Similarly, the compiler thrives on certain addressing modes (register, 
pointer, displacement from a register base) and has difficulty fully 
exploiting others (auto increment, double indexing). 

A code improver can also be effective because C-Ianguage statements 
or compilation on a statement-by-statement basis may be too low 
level. The concept "turn off bit 15" may have a direct hardware 
implementation, but must be expressed in C language as a Boolean 
AND operation. The portable C compiler attempts no analysis of 
interstatement information flow, nor does it always take advantage of 
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hardware idioms. A code improver can often perform some flow 
analysis and recognize more hardware idioms. 

The idea of a code improver is not new. "Peephole optimizers" are 
well known.3

,4 One C compiler for the PDP-II computer has had a code 
improver for many years. * The section of Ref. 5 on the FINAL compi
lation pass describes a code improver used internally by a BLISS-II 
compiler. 

The code improver described here makes the portable C compiler 
usable as the workhorse compiler in a serious production environment. 
Measurements indicate that for typical programs the improver reduces 
the number of bytes in the instruction stream by 10 to 23 percent; the 
novel technique reported here accounts for as much as one-third of 
the reduction. The time required to execute the code is also reduced 
by 4 to 8 percent. The improver produces good three-address code 
from the hvo~address code generated by the compiler. 

II. IMPROVING CODE FOR THE VAX-11 

An existing improver of code compiled for the PDP-II served as a 
model and outline for the VAx-II code improver. The improver reads 
a fIle of assembly language and divides the fIle into segments corre
sponding to C procedures. For each procedure it constructs a doubly
linked list of the instructions and label defInitions, with additional 
links for references to labels. The improver then combs the list, 
repeatedly trying to apply anyone of several incremental transfor
mations. The transformations satisfy a principle of optimality: Any 
local improvement is guaranteed to be a global improvement at least 
as large, and conversely, if the program as a whole can be made smaller 
or faster, then there is a collection of local changes which will account 
for the improvement. When no further transformation can be made, 
the improver prints the list and moves on to the next procedure. Many 
of the transformations depend little on the particular machine. 
Straightforward adaptation of the old program yielded code to transi
tively close jumps to jumps, delete instructions that immediately 
follow unconditional jumps, delete jumps to the immediately following 
instruction, remove unreferenced or redundant labels, merge common 
tail sequences, move basic blocks to the point of sole use, and inter
change physical order of the consequent and alternative to a test. 
Simple modifIcations also produced a program to rotate loops to place 
a single conditional jump at the bottom, handle skips over jumps, 
eliminate redundant setting of the condition code, move common 
antecedents of jumps into the merged tail, eliminate constant tests or 
tests which are subsumed by a preceding test, exploit add-compare-

* PDP is a registered trademark of Digital Equipment Corporation. 
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Table I-Translations of a = b + c; 
PDP-II VAx-ll Improved VAx-ll 

movb, rO 
add c, rO add13 b, c, r 0 
mov rO, a movl rO, c addl3 b, c, a 

branch ("DO-loop") instructions, and remember values already in 
registers. 

III. THREE ADDRESSES FROM TWO 

Fully utilizing the three-address instructions available on the v AX

Il presented a new challenge. Table I illustrates a common opportunity 
to use a three-address instruction. In this example the variables a, b, 
c are assumed to reside in memory (either global or local) and not in 
registers. The first column gives a translation for the PDP-II that 
cannot be improved in either time or space. (If some of the variables 
reside in registers, then improvements are possible.) Both the produc
tion and the portable C compiler for the PDP-II produce this translation 
without the aid of a code improver. The second column contains the 
code generated by the portable C compiler for the vAx-II. The com
piler saves one instruction by doing the work of the first two PDP-II 
instructions in one three-address VAx-II instruction. However, it will 
not generate the code in the right-most column, where a single instruc
tion suffices for the whole statement. Internally the portable C com
piler uses a binary tree to represent each parsed statement. The height 
of a binary tree with three external nodes (each explicit variable is 
represented by an external node) must be at least two. Furthermore, 
the pattern-matching algorithms used by the compiler are restricted 
to subtrees of height one. (The pattern match has since been general
ized to match subtrees of arbitrary height.) Thus the compiler gener
ates two separate instructions for this case. It does have the flexibility 
to use an instruction with three addresses, but the destination operand 
of a three-address instruction must always be one of the compiler's 
temporary locations, usually a register. The challenge to the code 
improver is to recognize situations like this one and change the code 
appropriately. 

Table II illustrates a complication. Here the addition and assignment 
are embedded as an expression whose value is passed as an actual 
argument in a procedure call. Although the same addl3 and movl 
instructions appear together, the value in rO is needed later and rO 
cannot be elided. In standard terminology, the value in register rO is 
live, or alternatively register rO is busy. The improver can elide register 
usage only when the value in the register is known to be dead, or the 
register is free. 
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For an arbitrary program, determining which registers are free at a 
given point requires a fair amount of work. The register usage and 
flow of control through any part of the program can effect whether or 
not a register is busy in any other part of the program. Code generated 
by the portable C compiler has a property that makes busy /free 
analysis much simpler. All registers are free any time the compiler 
generates a backward branch instruction. The portable C compiler 
generates code on line, completely translating the current expression 
or statement before proceeding to the following expression or state
ment. The use of a temporary expression always occurs physically 
after its generation. Thus the entire busy/free analysis can be done in 
a single backward scan over the generated code. The backward scan 
marks a register busy each time the register is read or used as a source 
operand. Some instruction occurring closer to the front of the file must 
have put :l live value in.to the register, or else the register would 
contain garbage. Analogously, the backward scan marks a register free 
each time the register is written or used as a destination operand. 
Since the write destroys whatever used to be in the register, no one 
could have wanted that dead value. 

The backward scan must take precautions to record each use of a 
temporary register, including the implicit uses. The return instruction 
ret implicitly reads rO, the register in which C code returns function 
values. Thus rO is busy just before each ret. The overall code-gener
ation strategy of the compiler assumes that each procedure call instruc
tion calls writes all the temporary registers. Thus all the temporary 
registers are free just before a procedure call. 

The busy/free information can also be used to eliminate dead code. 
An instruction that writes only into free registers does no useful work, 
except possibly for the side effects it causes. If the address computa
tions contain no side effects, then only the condition code could matter. 
The condition code is set by each nonbranch instruction, so the 
condition code itself is free unless the instruction which logically 
follows is a conditional branch. 

The backward scan must also be careful with code generated from 
conditional expressions. There can be no busy registers at the time of 
a backward jump, as noted earlier. Since the compiler performs no 

PDP-ll 

movb, rO 
add c, rO 
movrO, a 
mov rO, (sp) 
jsr pc, f 

Table II-Translations of f (a = b + c); 

VAx-ll 

add13 b, c, rO 
movl rO, a 
pushlrO 
calls $1, f 

"Improved" 
(but wrong) VAx-ll 

add13 b, c, a 
pushlrO 
calls $1, f 
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Table 1/1-Translation of x = a ? b : c; 
testl a 
jeql LIOO 
movl b, rO 
jbr LlOI 

LIOO: movl c, rO 
LIOI: movl rO, x 

interstatement data-flow analysis (and in particular does not recognize 
common subexpressions), there can be no busy registers at the time of 
a forward jump generated from an entire C statement. Since labels 
exist only because jump instructions branch to them, these two facts 
might suggest that a register cannot be busy at any label, either. A 
register can, however, be busy at a forward jump (and thus at a label) 
with one of the values of a conditional expression. Table. III illustrates 
one such situation. 

Even though the instruction movl c,rO writes rO, the register is 
busy at the jbr because (if a is true) it contains the value of b to be 
stored into x. Thus the busy/free status of each register must be 
associated with each label as the label is passed during the backward 
scan, and retrieved from the corresponding label at each jump. This 
can be done efficiently by keeping a bit vector associated with each 
label, initializing all the bits to "free," and recording busy registers as 
labels are passed. Because backward jumps have no busy registers and 
the backward scan encounters the destination label of a forward jump 
before seeing the jump itself, the bits will always be correct. 

In general the code improvements other than insertion of three
address instructions and elimination of dead code by consulting the 
busy/free information destroy the property that no temporary register 
is busy at a backward jump. This implies that using a single backward 
sweep over the code for the entire procedure to determine busy/free 
is valid only once, at the beginning before other improvements are 
tried. Fortunately, once is enough. 

IV. OTHER USES OF THE BACKWARD SCAN 

The backward prescan is also a good time to recognize hardware 
idioms. The VAx-II has a number of instructions to set, clear, and test 
single bits, and to extract contiguous bit fields of arbitrary size. 
Appropriate uses of these instructions are often concealed in C with 
various Boolean or shift-and-mask operators or sequences of operators. 
Computing with the addressing modes by using instructions in which 
an address is used as an immediate operand often saves time and 
space. Powerful addressing modes often depend heavily on register 
usage, and the backward pass is already computing this information. 
Since the backward scan is performed only once, time will not be 
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wasted searching for hardware idioms more than once, as part of the 
general iterative improvement strategy. Table IV gives some example 
improvements. 

V. DEVICE DRIVERS 

On the vAx-II, the control and data registers for input/output 
devices lie in the memory address space. Programs manipulate the 
registers in much the "same way as they manipulate memory, and the 
assembly-language code for a device driver cannot be identified solely 
by its form. However, certain instructions and addressing modes do 
not work properly when addressed to device registers. Generally these 
are exactly the instructions and addressing modes that the code 
improver wants to introduce. For example, neither of the first two 
improvements in Table IV is legal on a device register. Thus the code 
improver must be told when it is improving the code for a device 
driver, so it can avoid those improvements that cause problems. 
Reading or writing a device register typically has side effects that are 
different from reading or writing a memory location, and other hard
ware considerations such as bus widths, circuit board area, or number 
of words of microcode are often important. Yet from a software 
viewpoint such special cases are irritating and error prone, and it 
would be desirable to get rid of the complication. 

VI. CONCLUSIONS 

A single backward scan enables the code improver to determine 
register usage and introduce three-address instructions where appro
priate. The backward scan takes advantage of the fact that all registers 
are free at eaoh backward jump, a property that would otherwise be 
considered a weakness in the compiler. The single backward scan also 
recognizes hardware idioms at a lower cost than previous algorithms. 

Table IV-Improvements using VAX-11 hardware idioms 
C Code 

int a; 
a I = Ox8000; 

int a, b; 
b = (a» 12) & OxF; 

int *p, *q; 
q = &p [f(x)]; 

Raw Translation 

bisl2 $Ox8000, a 

ashl $-12, a, rO 
bicl2 $-16, rO 
movl rO, b 

pushl x 
calls $1, f 
ashl $2, rO, rO 
addl2 p, rO 
movl rO, q 

Improved Translation 

jbss $15, a, Ll00 
Ll00: 

extzv $12, $4, a, b 

pushl x 
calls $1, f 
moval *p [rO], q 
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In ihis paper we consider the effectiveness of sharing a small pool 
of reserved time slots of a Time-Division-Multiple-Access (TDMA) 

frame among a large number of ground stations to overcome rain 
fading. With this approach, a system dynamically assigns time slots 
from the reserved pool to ground stations experiencing fade depths 
above the built-in margin. Powerful error correcting codes can be 
introduced to occupy the extra time slots, providing 10 dB or more of 
extra fade margin. Because a large number of ground stations are 
competing for the limited reserved pool, blockage can occur if the 
number of simultaneous fades exceeds the maximum number that can 
be accommodated. Some factors that influence the effectiveness of 
resource sharing are the mutual fade statistics at the various sites, 
the traffic distribution within the network, the number of earth 
stations, the size of the reserved pool, and the rain outage objective. 
Since the mutual fade and traffic statistics are unavailable, we 
develop models that can be used to find a conservative bound on the 
required size of the reserved pool. The rain model accounts for 
diurnal, seasonal, and geographical correlation among attenuation 
events. Results for a maximum resource-sharing gain of 10 dB show 
that reserving six percent of the time slots ensures a realized fade 
gain in excess of 9 dB for a down-link outage objective of 0.005 
percent if there are more than 50 ground stations in the network, each 
with two percent or less of the tr~ffic. 

I. INTRODUCTION 

In an earlier paper,} a shared-resource concept was described for 
increasing the rain fade margin of a digital satellite system by as much 
as 10 dB above the design fade margin. With this approach, unused 
time slots of the Time-Division-Multiple-Access (TDMA) frame are 
made available to ground stations exp~riencing rain fading above the 
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built-in fade margin, and are relinquished when the fade event has 
ended. Error-correcting coding is introduced to occupy the extra time 
slots, thereby reducing the carrier-to-noise ratio (CNR) required to 
maintain the threshold bit-error-rate (BER). Low rain outage is there
fore achieved without radiating excessive down-link power. Not only 
does this conserve satellite power, but, also, interference into the 
systems of other users of the geosynchronous orbit is minimized. In 
such an application, the operating speed of the decoder is much lower 
than the transponder data rate by virture of the low TDMA duty cycle 
associated with each ground station. 

Because of the infrequency of simultaneous deep fading at multiple 
sites, a small pool of reserved time slots can often protect a large 
number of ground stations. The degree of protection so provided is the 
subject of this current work; we shall evaluate the reduction in rain 
margin required to achieve a given outage objective when all ground 
stations in the network are competing for a limited number of shared 
resources. We restrict our attention to the power-limited down-link 
since up-link fading can usually be overcome by means of up-link 
power control. l A convolutional code yielding a maximum power saving 
of 10 dB is assumed throughout. Results are directly applicable to 
either a wide-area. coverage system or a single-scanning beam system,2 

but the modeling and analytical approach can be extended to study 
TDMA systems that are fixed-beam satellite-switched, multiple scan
ning beam, or hybrid-fixed scanning beam.3

-
6 

Figure 1 shows a typical sequence for interconnecting the various 
spot-beam footprints. Each interconnection contains one or more time 
slots during which ground stations within the connected regions com
municate on a sequential basis. Although all TDMA time slots can be 
made available to accommodate normal network traffic demand, the 
approach taken here specifically reserves a certain number of time 
slots, shown at the end of the frame, for use exclusively during the rain 
fade events. By so doing, we have reduced the traffic-handling capa
bility of the system by a small percentage, while guaranteeing that 

UP-LINK USER 1 USER 2 ... USER N UNUSED 

U U U U U U U U U 
S S S S S S S S S 

DOWN-LINK E E ... E E E . .. .E . .. E E ... E POOL 
R R R R R R R R R 

2 3 N 1 3 N 1 2 N-1 

Fig. I-Typical switching frame showing the interconnections between the system 
ground stations. An unused pool of reserved time slots is also shown. 
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some extra time slots will be available as needed to maintain reliability 
of circuits already in use when fade events occur. 

The number of reserved slots necessary to provide a specified degree 
of protection at all stations is dependent upon several factors. Clearly, 
the utility of resource sharing is dependent upon the joint fade statis
tics at multiple geographically remote sites; a small number of reserved 
slots cannot provide protection if the probability of simultaneous 
excess attenuation at many sites, conditioned upon the occurrence of 
excess attenuation at anyone site, is high. Unfortunately, experimental 
joint-fade statistics at multiple remote sites are unavailable, and we 
must resort to modeling to obtain quantitative results. 

The utility of resource sharing also depends on the number of ground 
stations in the network and the traffic distribution among those ground 
stations. If the number of ground stations is small, then the fraction of 
TDMA time slots which must be reserved to protect even one site must 
be large, resulting in an inefficient solution to the rain fade problem. 
Also, if the traffic distribution is highly nonuniform such that a few 
ground stations carry a disproportionately large volume of traffic, then 
again it becomes impractical to reserve enough time slots to protect 
this small number of large users. In such an event, it might be desirable 
to protect the large users by some other technique, such as larger 
antennas or site diversity, and employ resource sharing for the exclu
sive protection of the much larger number of small users. 

Similarly, the effectiveness of resource sharing depends on the 
geographical distribution of ground stations relative to the profiles of 
high rain-attenuation regions, and upon the volume of traffic carried 
by ground stations in high rain-attenuation regions. An additional 
factor is the relationship between the busy hour, when all time slots 
not reserved for resource sharing might be expected to be in heavy 
demand, and the time-of-day occurrence of significant rain-attenuation 
events. 

We shall present both a multiple-site rain-attenuation model and a 
population-dependent traffic model, upon which is based the subse
quent predicted performance of the resource sharing concept. All 
assumptions implicit in this modeling are addressed in detail in Section 
II. Section III contains the mathematical analysis of outage based on 
the rain and traffic models. Section IV contains numerical results of 
this analysis; the effects of the various factors are presented paramet
rically. A typical result shows that for a 12/14-GHz network of 100 
identical ground stations, a shared resource reservation equal to six 
percent of the total transponder time slots will provide an outage of %
hour per year with 9 dB less rain margin than otherwise needed; 
diurnal, seasonal, and geographical dependencies of joint rain-fade 
statistics are accounted for in this prediction. 
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II. JOINT RAIN ATTENUATION AND TRAFFIC MODELS 

2.1 Joint rain attenuation model 

Figure 2 shows statistics for single-site rain attenuation. It plots the 
fraction of time that rain fading exceeds the level. of the abscissa 
averaged over one contiguous 12 month interval. This fraction can be 
interpreted as the probability that any given rain-attenuation level is 
exceeded. From such single-site curves, we develop a model to be used 
for predicting joint outages at multiple geographically remote sites. 

At first glance, one might assume that if two sites are widely 
separated, then rain events at the two sites occur independently. 
However, this cannot be the case because in the 12-GHz satellite band, 
rain attenuation in excess of 5 dB is typically associated with thunder
storm activity which produces intense rainfall. Periods of thunder
storm activity are typically restricted to a four-month interval lasting 
from June through September, and to an interval of six hours each 
day lasting from 1 PM to 7 PM. Thus, if we are told that the rain 
attenuation at one of the sites is, say, 10 dB, then the probability of 
simultaneous deep fading at the second site must be higher than its 
yearly average because, at that moment, we are likely to be in the 
interval when thunderstorm activity normally occurs. Thus, knowledge 
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Fig. 2-Typical single-site attenuation curve showing the fraction of time in one year 
that the attenuation exceeds the abscissa. 
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of rain attenuation at one site affects the probability of simultaneous 
attenuation at the second site, and the two events are not independent. 

Suppose, however, that we assume that all of the probability of Fig. 
1 is attributed to the period of thunderstorm activity. Then, if we 
restrict our attention to this period only (it is only during this period 
when resource sharing is needed to combat fading), the probability 
that attenuation exceeds a given level is about 12 times the yearly 
averaged value of Fig. 2 (4 out of 12 months per year, 6 out of 24 hours 
per day). Let PI (A) be the yearly averaged probability that attenuation 
exceeds level A at site No. 1. Thus, at a given instant of time t, 

PI(A I t within thunderstorm period) = apI(A), (1) 

PI (A I t outside thunderstorm period) = O. (2) 

In (1), for the illustrative example given above, a = 12. Choosing a 
larger value of a enhances the probability of n1ultiple sin1ultaneous 
fades since the yearly-averaged probability is then attributed to a 
narrower interval. In what follows, we conservatively assume the 
thunderstorm periods to be 3 out of 12 months and 4 out of 24 hours, 
yielding a = 24. The factor a applies at all sites in the satellite network. 

Now, given that t is within the thunderstorm-activity period, the 
events of attenuation exceeding level A at site 1 and level B at site 2 
maybe assumed to be independent if the two sites are widely sepa
rated. For example, knowledge that attenuation exceeds level A in 
New York during the thunderstorm-activity period provides no infor
mation concerning the event that attenuation exceeds level B in 
Denver, since different independent storms are involved. Thus, for t 
within the period of thunderstorm activity, 

PI,2(A, Bit) = PI(A I t)P2(B I t) 
= a2pI(A)P2(B), 

(3) 

(4) 

where PI,2(A, Bit) is the probability that attenuation at site 1 exceeds 
level A and attenuation at site 2 exceeds B simultaneously at time t. 
Equation (4) is readily generalized for the case of an arbitrary number 
of widely separated sites. 

For two closely spaced sites, another degree of attenuation event 
correlation is assumed beyond the seasonal and diurnal correlations 
just addressed. Here, attenuation at the two sites may be produced by 
the same storm. We assume that, for closely spaced sites, all fades in 
excess of some thunderstorm characteristic level Ao always occur 
within an H-hour interval of each other, where H is much larger than 
the typical several minute duration of deep fades. Suppose that a fade 
of level A > Ao occurs at some site. Then, at a neighboring site, the 
probability that a fade of level B > Ao is simultaneously occurring is 
given by C (B), a fade level dependent constant over the H-hour 
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window. At this second site, the yearly averaged probability of a fade 
of level B > Ao is attributed exclusively to the H-hour intervals 
surrounding the events A > Ao at the original site. Then, 

H 
P2(B) = " T C(B), (5) 

where T is the number of hours in a year and" is the average number 
of events per year that the attenuation level exceeds Ao. Now, 

(6) 

ForA,B>Ao, 

(7) 

Thus, defining /3 = T/"Ha, 

Pl,2(A, Bit) = /3a2pl(A)P2(B). (8a) 

For L closely spaced sites, (8) generalizes to 

Pl,2, ... ,dA1, A 2, "', Ad = pL-laLp1(A1) ... pdAd. (8b) 

In the following, we will allow the "geographical correlation factor" 
/3 to vary between 1 and 6. The extreme value p = 1 implies that "Ha 
= T, and that, within the thunderstorm period, fades occur indepen
dently. Recognizing that a is equal to the number of hours in a year 
divided by the annual number of hours in the thunderstorm-activity 
period, we see that for /3 = 1, the average number of fades per year 
multiplied by the uncertainty window H equals the number of hours 
in the thunderstorm-activity period. Hence, knowledge that a fade of 
level A > Ao is occurring at some site does not restrict the interval 
within the thunderstorm-activity period when a fade of level B > Ao 
may occur at a neighboring site. Similarly, the extreme value /3 = 6 
implies, for example, that knowledge of deep fading at a given site 
pinpoints the two out of four thunderstorm hours per day and the 
average of one out of three days during the thunderstorm period when 
intense rainfall might occur in the region surrounding that site. Con
ditioned upon an attenuation event at some site, the probability of an 
attenuation event at a second site within the surrounding region is 
then six times higher than would be expected from diurnal and sea
sonal-correlation considerations alone. 

The conservatism of the values a = 24 and /3 = 6 can be demonstrated 
by applying eq. (8a) to experimental attenuation data obtained with 
site diversity such as appears in Ref. 7. Averaging (8a) over one full 
year, we obtain 

(9) 
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For attenuation greater than 5 dB, the site diversity measurements 
are somewhat more optimistic then predicted by eq. (9). This obser
vation, coupled with ground station separation much wider than used 
for the site diversity measurements and the physical interpretations 
given to a and {1 above, confirms the conservatism of the approach. 

To apply the above rain-attenuation event model, we need to know 
the yearly-averaged attenuation statistics at the location of each site 
in the network. The following simplification is invoked: We divide the 
continental United States into three regions such that the yearly 
averaged attenuation statistics that apply at a representative site in 
one region are typical for all sites in that region (see Fig. 3). Los 
Angeles is chosen as representative of the western region (Region 1), 
where rain attenuation occurs infrequently. New York is chosen as 
representative of the northeast central region (Region 2), throughout 
which rain attenuation is moderate. Finally, Atlanta is chosen as 
representative of the southeast central region (Region 3), vlhere rain 
attenuation occurs frequently. When applying the model, we make the 
pessimistic assumption that the "geographical correlation factor," {1, 
applies at all sites throughout an entire region; for sites located in 
different regions this factor is neglected. Thus, for this model, "close
ness" of two sites is defined by whether both sites are within the same 
region. The errors incurred because of sites located near each other 
but on opposite sides of a regional boundary are more than offset by 
the large "correlation distances" assumed. 

2.2 The traffic model 

The traffic model used in this analysis is based on a rank ordering 
of the 100 most populous continental United States cities, as shown in 

REGION 2 

• • ST. LOUIS 
KANSAS CITY 

NEW YORK 

~PHILADELPHIA 
~-- BALTIMORE 

...... WASHINGTON 

Fig. 3-Three regional maps of the United States. Regional boundaries are selected 
such that an attenuation curve for a representative ground station in each region applies 
throughout that region. 
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Table 1.4 We assume that the traffic between any two of these cities is 
inversely proportional to the product of their indices. Traffic between 
two cities closer than 500 miles is excluded from the network. Under 
these assumptions, Region 1 offers 24 percent of the total satellite 
traffic, while Regions 2 and 3 offer 63 percent and 13 percent, respec
tively.4 

The number of ground stations serving a given region is assumed to 
be proportional to the traffic offered by that region. For example, if 
the network contains 100 ground stations, then 24 are located in 
Region 1, 63 are in Region 2, and 13 are in Region 3. All ground 
stations are assumed to carry identical traffic cross sections. Thus, for 
the purposes of analysis, the traffic differences among regions or among 
cities within each region are accounted for by assigning more or fewer 
identical capacity ground stations, as the case may be, to ·accommodate 
the traffic. The modeling and analysis can be extended to networks 
containing a mixture of large and small traffic ground stations if the 
large users are protected by site diversity and if resource sharing is 
applied to protect only the larger number of small users. This extension 
has not been carried out, however, and the numerical results to be 
presented are valid only for the former case. 

Two additional assumptions are also made. First, all ground stations 
in a given region are assumed to be identical, i.e., have the same built
in rain fade margin; the built-in margins of ground stations in different 
regions need not be the same, however. Second, we conservatively 
assume that the traffic-busy period, when all time slots not reserved 
for resource sharing are in full-time use, coincides with the thunder
storm-activity period. Thus, the results are intentionally made to be 
pessimistic since it is precisely when resource sharing is needed that 
extra time slots not contained in the reserve pool are unavailable; 
during traffic off-peak hours, when additional slots are available, 
resource sharing is not needed because rain fading does not occur. 

III. RAIN OUTAGE ANALYSIS 

3. 1 General approach 

Consider the three-regional map shown in Fig. 3. Let there be NI 
ground stations or sites located in Region 1, each of which has a built
in fade margin of Al dB. Similarly, let there be N2 and N3 sites located 
in Regions 2 and 3, respectively, with fade margins of A2 and A3 dB. 
The extra fade margin provided by resource sharing if extra time slots 
are available is M dB, that is, M dB is the maximum extra margin 
provided by the coding approach employed. All sites carry the same 
volume of traffic, and enough time slots are reserved to accommodate 
K simultaneous fades. We wish to find the yearly-averaged probability 
that a given site is operational when all sites in the network are 
competing, as needed, for the reserved resource-sharing slots. With no 
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1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 

City 

New York 
Los Angeles 
Chicago 
Philadelphia 
Detroit 
San Francisco 
Washington 
Boston 
Pittsburgh 
St. Louis 
Baltimore 
Cleveland 
Houston 
Minneapolis 
Dallas 
Seattle 
Anaheim 
Milwaukee 
Atlanta 
Cincinnati 
San Diego 
Buffalo 
Miami 
Kansas City 
Denver 

Table I-Rank-ordering of the 100 largest U.S. cities by population 
Rela- Rela- Rela-

Re- tive Rank City Re- tive Rank City Re- tive Rank gion Traf- gion Traf- gion Traf-
fic fic fic 

1 60 26 San Bernadino 3 4 51 Ft. Lauderdale 2 2 76 
3 43 27 Indianapolis 1 4 52 Greensboro 2 2 77 
1 25 28 San Jose 3 3 53 Salt Lake City 3 2 78 
1 17 29 New Orleans 2 4 54 Allentown 1 1 79 
1 18 30 Tampa-St. Pete 2 3 55 Nashville 1 2 80 
3 15 31 Portland 3 3 56 Omaha 1 2 81 
1 10 32 Phoenix 3 3 57 Grand Rapids 1 2 82 
1 10 33 Columbus 1 3 58 Youngstown 1 2 83 
1 10 34 Providence 1 2 59 Springfield 1 1 84 
1 10 35 Rochester 1 2 60 Jacksonville 2 2 85 
1 8 36 San Antonio 2 3 61 Richmond 1 2 86 
1 8 37 Dayton 1 3 62 Wilmington 1 1 87 
2 8 38 Louisville 1 3 63 Flint 1 2 88 
1 7 39 Sacramento 3 2 64 Tulsa 1 2 89 
2 7 40 Memphis 1 3 65 Orlando a 2 2 90 
3 6 41 Fort Worth 2 3 66 Fresno 3 1 91 
3 5 42 Birmingham 2 3 67 Tacoma 3 2 92 
1 5 43 Albany 1 2 68 Harrisburg 1 1 93 
2 5 44 Toledo 1 2 69 Charlotte 2 1 94 
1 5 45 Norfolk 1 2 70 Knoxville 1 1 95 
3 4 46 Akron 1 2 71 Wichita 1 1 96 
1 4 47 Hartford 1 2 72 Bridgeport 1 1 97 
2 5 48 Oklahoma City 1 2 73 Lansing 1 1 98 
1 4 49 Syracuse 1 2 74 Mobile 2 1 99 
3 4 50 Gary 1 2 75 Ventura 3 1 100 

Rela-

City Re- tive 
gion Traf-

fic 

Canton 1 1 
Davenport 1 1 
EI Paso 3 1 
New Haven 1 1 
Tucson 3 1 
W. Palm Beach 2 1 
Worcester 1 1 
Wilkes-Barre 1 1 
Peoria 1 1 
Utica 1 1 
York 1 1 
Bakersfield 3 1 
Little Rock 1 1 
Columbia 2 1 
Lancaster 1 1 
Beaumont 2 1 
Albuquerque 3 1 
Chattanooga 1 1 
Trenton 1 1 
Charleston 2 1 
Binghamton 1 1 
Greensville 2 1 
Reading 1 1 
Austin 2 1 
Shreveport 2 1 



loss in generality, we find this probability for a site located in Region 
1; a simple permutation of indices enables this result to be applied in 
either of the two remaining zones. 

At any site within Region 1, three disjoint events may occur at any 
point in time: (1) the fade depth F may be less than AI, (2) F may be 
between Al and Al + M, and (3) F may exceed Al + M. Call these 
events EI, E 2, and E 3• Then 

3 

P(operationall t) = L P(operationall E I, t)P(EII t). (10) 

Clearly, 

P(EII t) 

= {I -ap(AI), 
1, 

P(E2 1 t) 

1=1 

P(operationall EI, t) = 1, 

P (operational I E 3, t) = 0, 

t within thunderstorm period, 
otherwise, 

= {ap(AI) - ap(AI + M), 
0, 

t within thunderstorm period, 
otherwise. 

Thus, for t within the thunderstorm period, 

P(operationall t) = 1 - ap (AI) 

(11) 

(12) 

(13) 

(14) 

+ aP (operational I E 2, t)[p (AI) - p (AI + M)], (15) 

and for t outside the thunderstorm period, 

P(operationall t) = 1. (16) 

From (15) and (16), we obtain the result that, averaged over an entire 
'year, 

P (not operational) = p (AI) 

- P(operationall E 2, i)[P(AI) - p(AI + M)], (17) 

where i = {t within thunderstorm-activity period}. 

3.2 Derivation of P(operationa/l E21 t) 

Now, for t within the thunderstorm period, and conditioned on the 
event E 2, a particular site will be operational if the number of other 
sites which need to use the reserve pool is less than K - 1. Also, if the 
number of other sites which need to use the pool is equal to j 2: K, 
then the probability that a particular site is one of the K sites permitted 
to use the pool is equal to K/(j + 1). 
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Conditioned on the event E2 at a particular site, the probability that 
il additional sites in Region 1 need to use the reserved pool, where 
o ::: il ::: Nl - 1, is given by 

P(i1 in Region 11 E 2) = N
1

- 1CiJ(a,8Pl)i l (1 - a,BP1)NI-l-i l ], (18) 

where 

(19) 

and 

n! 
nCm=----

m!(n - m)! 
(20) 

Conditioned on the event E2 at a particular site, the probability that 
i2 sites in Region 2 need to use the reserved pool, where 0 ::: i2 ::: N 2, is 
given by the unconditional probability during the thunderstorm-activ
ity period since the events are assumed to be independent. For i2 ;::: 1, 
we find this probability by first defining the three events: 

L 1: {a particular set of i2 - 1 sites in Region 2 need to use the 
reserved pool} , 

L 2 : {an additional site in Region 2, not included in the particular set 
of L 1, needs to use the reserved pool} , 

L3: {none of the remaining N2 - i2 sites of Region 2 need to use the 
reserved pool} . 

Then, 

P (L 1 n L2 n L 3) = P (L 1 n L31 L 2)p (L2) (21) 

= P(Ld L 2)P(L31 L 2)P(L2) (22) 

= (a,8P2)i 2-1(1 - a,8P2)N2-i 2 (ap2), (23) 

where 

P2 = P(A2 ) - P(A 2 + M). (24) 

Thus, for i2 ;::: 1, 

P(i2 in Region 21 E 2) = N2Ci2(apl)(a,BP2)i2-1(1 - a,8P2)N2-i2 

= ~ [N,Ci,(app,)i'(l - app,)N,-i,l (25) 

The probability that none of the sites in Region 2 need to use the 
reserved pool is given by 

N2 
P(O in Region 21 E 2) = 1 - L P(i2 in Region 21 E2). (26) 

i 2=1 
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Substituting (25), and invoking the binomial sum formula, 

(
1 - (1 - a/Jp2)N2) 

P (0 in Region 21 E 2) = 1 - {3 . (27) 

Similarly, for Region 3 and for ia ;::: 1, 

P(ia in Region 31 E 2) = N3Ci3(apa)(a{3pa)i3-I(1 - a/JPa)N3-ia (28) 

and 

(
1 - (1 - a/Jpa)N3) 

P(O in Region 31 E 3) = 1 - {3 , (29) 

where 

P3 = P(Aa) - P(Aa + M). (30) 

Clearly, conditioned on the thunderstorm period, the event {i2 sites in 
Region 2 need to use the reserved pool} and the event {ia sites in 
Region 3 need to use the reserved pool} are independent, 0 :5 i2 :5 N 2, 
0:5 i3:5 N 3. 

Returning to (15), for t within the thunderstorm period, the proba
bility that a particular site is operational, given attenuation between 
Al and Al + M dB, can be expressed as the union of the events 
{Vi!.i 2 .i:l's}: 

(31) 

il = 0, ... ,NI - 1, i2 = 0, ... ,N2, ia = 0, ... ,Na, 

where 

{J\} = {il additional sites in Region 1 need to use the reserved 
pool}, (32) 

{§iJ = {i2 sites in Region 2 need to use the reserved pool}, (33) 

{§i:J = {i3 sites i~ Region 3 need to use the reserved pool}, (34) 

{S} = {the particular site has been assigned time slots from 
the reserved pool}. (35) 

Clearly, for ii =F if' or i2 =F iz or i3 =F ia, the events {Vi;.i;.i(l's} and 
{Vi~.i;.i;;.s} are disjoint, and the probability of the union of events (31) 
is equal to the sum of the probabilities of all events in that union. 
Let us define the function 

JI. 
f(m) =~. 

m:5 K - 1, 

(36) 

m;:::K. 
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Then, we conclude that for t = i, 
P(operationall E2, i) 

N]-l N2 N3 
= L L L {{(il + i2 + ia)P(il in Region 11 E 2 ) 

i]=O i2=1 i3=1 

.P(i2 in Region 21 E2)P(ia in Region 31 E 2)} 

[(1 - a{1p2)N2 + {1 - 1] N]-l N3 . . 
+ /3 i~O i~l {{(h + Z3) 

·P(il in Region 11 E 2)P(i3 in Region 31 E 2)} 

[(1 - a{1p3)N3 + /3 - 1] N1-I N2 . . 
+. /3 i~O i~l {{(Zl + Z2) 

.P(il in Region 11 E'2)P{i'2 in Region 21 E'2)} 

+ [(1 - app2~' + fJ - 1 ] [ (1 - app3~' + p - 1 ] 

N1-I 

. L {{(il)P{i1 inRegionlIE2)}, 

i1=O 

(37) 

where P(il in Region 11 E 2), P(i2 in Region 21 E 2), and P(i3 in Region 
31 E3 ) are given, respectively, by eqs. (18), (25), and (28). 

Substituting (37) into (17) yields the desired result for the yearly
averaged probability that a particular site is unavailable versus the 
built-in fade margins AI, A 2, and A 3• 

IV. RESULTS 

We now apply the model of Section II and the analysis of Section 
III to investigate the utility of resource sharing for a 12-GHz satellite. 
Initially, we shall assume a satellite location of 100 degrees West 
longitude. A total of 100 ground stations is assumed, and the thunder
storm-activity factor a = 24. Results are obtained for various values of 
K and /3. The yearly-averaged attenuation data used for Regions 1, 2, 
and 3 are based upon S. Lin's attenuation model8

, 9 for converting long
term rain-rate data, obtained from the United States Weather Bureau, 
into attenuation predictions. Figure 4 shows derived plots for Los 
Angeles (Region 1), New York (Region 2), and Atlanta (Region 3). 
Sensitivity of the results to regionally dependent built-in fade margins, 
number of ground stations, thunderstorm-activity factor, and satellite 
orbital position are investigated later on. A coding gain of 10 dB is 
assumed. 

4. 1 Baseline results 

Figure 5 shows predicted values of yearly fractional outage with 
resource sharing for a site in Region 2 versus the built-in rain margin, 
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Fig. 4-Yearly average 12-GHz attenuation curves for Los Angeles (Region I), New 
York (Region 2), and Atlanta (Region 3). The satellite is at lOOoW longitude. 

assumed to be common at all ground stations (i.e., all ground stations 
have the same size antenna). The network contains 100 ground sta
tions, and the "geographical correlation factor," /3, is assumed equal to 
unity, that is, within a given region, the probability of attenuation 
during the thunderstorm period conditioned upon an attenuation event 
at any site is equal to the unconditional probability. The number of 
simultaneous fades which can be accommodated, K, varies between 1 
and 3. Similar curves for /3 = 2, 4, and 6 appear in Figs. 6, 7, and 8, 
respectively. 

Figures 5 through 8 show that resource sharing is of increasing 
utility as the outage objective becomes more stringent. For example, 
for K = 2, /3 = 2, the fade margin gain is 8.8 dB for a down-link outage 
of 0.01 percent, and increases to 9.8 dB for an outage of 0.005 percent. 
We see also that the ability to accommodate only a single fade (K = 
1) restricts the fade margin resource-sharing gain at a down-link outage 
objective of 0.005 percent to 9.6 dB under the best of conditions (/3 = 
1). For less favorable conditions (/3 = 6), the gain shrinks to 7.6 dB. 
Thus, the ability to accommodate only a single fade may severely 
influence the utility of resource sharing. However, if two simultaneous 
fades can be accommodated, then even for the unfavorable condition 
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f3 = 4, the fade margin gain is 9.4 dB; whereas for f3 = 1, the gain 
becomes 10 dB. If three simultaneous fades can be accommodated, 
then, even for the extremely unfavorable case f3 = 6, a fade margin 
gain of at least 9.5 dB can be achieved. For this last case, the outage 
objective of 0.005 percent can be achieved with a built-in margin of 8.8 
dB, to compare against 18.4 dB required in the absence of resource 
sharing. 

Figure 9 shows results obtained in Region 3. Again, a 12-GHz 
satellite located at 100 degrees West longitude and 100 identical ground 
stations, all with a common fade margin, are assumed. Curves in this 
illustration apply for f3 = 1, 2, 4, and 6 and for K = 2, 3, and 4, and 
show that at an outage objective of 0.005 percent, the fade margin gain 
is 10 dB for all cases considered. This outage objective can be achieved 
with a built-in margin of 11.3 dB, to be compared against 21.3 dB 
required in the absence of resource sharing. 

We note that this last result applies only when a built-in fade margin 
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Fig. 5-Rain outage experienced with resource sharing at a site in Region 2 (northeast) 
versus the built-in fade margin. A maximum possible power saving of 10 dB is assumed. 
Time-of-day and seasonal thunderstorm activity factor a = 24. The geographical factor 
f3 = 1. (Attenuation events at different sites within the thunderstorm activity period are 
independent.) The satellite is at 1000 W longitude, and the network contains 100 identical 
ground stations. 
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Fig. 6-Same as Fig. 5, except the geographical factor f3 = 2. (Given an attenuation 
event at one site within the thunderstorm activity period, it is twice as likely that a 
simultaneous attenuation event occurs at any other site within the same region.) 

of 11.3 dB is provided at all sites in Regions 1, 2, and 3. From Figs. 5 
to 8, we see that in Region 2, a built-in fade margin of 11.3 dB provides 
an outage lower than the required 0.005 percent. (No results are given 
for Region 1 because it was found that the objective of 0.005 percent 
was always readily achieved by virtue of the low level of attenuation 
prevalent in that region). Thus, we are motivated to consider a case 
wherein sites with different size antennas are deployed in different 
regions. The goal here is to optimize the system (i.e., provide the 
smallest antenna possible in each region) such that a down-link outage 
objective of precisely 0.005 percent is achieved everywhere. 

4.2 Results for nonuniform rain margins 

We consider a system wherein the antenna gain at each site in 
Region 3 exceeds the antenna gain for Region 2 by 2 dB, and the 
antenna gain at each site in Region 1 is less than the antenna gain in 
Region 2 by 2 dB. The results are shown in Fig. 10. Again, a 12-GHz 
satellite at 100 degrees West longitude and a network of 100 ground 
stations are assumed. Outage is plotted as a function of the built-in 
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margin in Region 2. Parameters are K = 2 or 3, fJ = 1 or 4. We see that 
if K ~ 3, the outage objective of 0.005 percent can be achieved in 
Region 3 if the Region 2 built-in margin is 9.3 dB, even for f3 = 4. At 
this level, the outage actually achieved in Region 2 is 0.0044 percent 
for f3 = 4, K = 3; an outage of 0.005 percent could have been achieved 
with a built-in margin of 8.8 dB (within 0.05 dB of that needed to 
achieve 0.005 percent in Region 3). Thus, this system is close to 
optimum, except that again, the outage achieved in Region 1 is far 
lower than the objective. This indicates that the antennas used in 
Region 1 are still far too large if outage is the only consideration. 

For the case of a 500-MHz satellite transponder radiating a power 
level of 30 watts and a satellite aperture of 15 feet diameter, it has 
been estimated that a 5 meter diameter earth-station antenna would 
be needed in Region 2 to provide a rain margin of 16 dB.2 Extrapolating 
to the parameters of Fig. 10 by holding the satellite power, bandwidth 
and aperture fixed, we find that an antenna diameter of 2.5 meters 
would be needed in Region 2 to provide a built-in margin of 9.3 dB; 
the Region 1 antenna diameter assumed in Fig. 10 is 2 dB smaller or 
2 meters. Thus, it may be impractical to deploy a smaller antenna in 
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20 

Region 1 without seriously interfering with other satellites in the 
geosynchronous orbit. Rather, it might be more advantageous to 
maintain a larger-than-needed antenna in Region 1 to enable a reduc
tion in the required uplink transmitter power. In summary, the illus
tration portrayed in Fig. 10 is nearly optimum in a practical sense, and 
the outage objective of 0.005 percent is achieved everywhere by pro
viding antennas which yield a built-in margin of 7.3 dB in Region 1, 
9.3 dB in Region 2, and 11.3 dB in Region 3. The capability to 
accommodate K = 3 simultaneous fades is required for a network with 
100 ground stations. 

4.3 Sensitivity to number of ground stations 

In Fig. 11, we consider a network containing 200 ground stations and 
plot the achievable outage in Region 2 versus the built-in margin, 
assumed to be the same at all 200 ground stations. Results for geo
graphical factors f3 of 1, 2, and 4 and K = 2 to 5 appear. Because the 
number of ground stations has increased by a factor of two above 
previous cases considered, the number of simultaneous fades which 
must be accommodated is generally higher to achieve the same re
source-sharing advantage. However, this factor is generally smaller 
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Fig. 9-Rain outage experienced with resource sharing at a site in Region 3 (southeast) 
versus built-in fade margin. The geographical factor f3 = 1,2,4, and 6. Other conditions 
are the same as for Fig. 5, 
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have 2 dB more fade margin than sites in Region 2. The geographical factor f3 = 1 and 
4. Other conditions are the same as for Fig. 5. 
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Fig. l1-Rain outage experienced with resource sharing at a site in Region 2 (north
east) versus built-in fade margin. The network contains 200 identical ground stations, 
and P = 1, 2, and 4. Other conditions are the same as for Fig. 5. 

than two, implying that the resource-sharing overhead, expressed as 
the required number of reserved slots divided by the total number of 
accesses or interconnections, decreases as the number of users is 
increased. 

Similarly, as shown in Fig. 12, the number of simultaneous fades 
which must be accommodated to achieve a given level of resource
sharing advantage decreases for a network containing 50, rather than 
100, ground stations. Again, results for Region 2 are shown, and a 12-
GHz satellite located at 100 degrees West longitude along with a 
common fade margin at. all sites are assumed. The resource-sharing 
overhead is generally higher for the 50 station network than for the 
100 ground station network. 

Figure 13 is a composite plot for Region 2 showing the resource
sharing fade margin gain at an outage of 0.005 percent versus the 
required overhead for f3 = 1,2, and 4 and for a total number of 50; 100, 
and 200 ground stations. The four-for-one time slot expansion of Ref. 
1, which allows use of a rate % convolutional code to provide a coding 
gain of 10 dB along with extended synchronization preamble, is as
sumed. Letting the number of ground stations be represented by N, 
the overhead 11, expressed as a percentage, is given by 

3K 
11 = N + 3K X 100. (38) 
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Fig. 12-Same as Fig. 11, except that the network contains 50 identical ground 
stations. 

Again, a 12-G Hz satellite located at 100 degrees West longitude is 
assumed. A similar composite plot can be derived for Region 3. We see 
that for f3 :::::: 4, an overhead of 4.3 percent will ensure a fade margin 
gain greater than 9 dB if the network contains 200 ground stations. An 
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Fig. 13-Composite plot for a site in Region 2 (northeast) showing the resource
sharing fade margin gain at an outage of 0.005 percent versus the TDMA overhead for 
networks of 50, 100, and 200 ground stations. A maximum possible power saving of 10 
dB is assumed. Time-of-day and seasonal thunderstorm activity factor a = 24 and the 
geographical factor f3 = 1, 2, and 4. The satellite is at lOOoW longitude. 
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Fig. 14-Composite plot for a site in Region 2 (northeast) showing the resource 
sharing fade margin gain at an outage of 0.005 percent and a TDMA overhead of 5.66 
percent versus the number of ground stations in the network. A maximum possible 
power saving of 10 dB is assumed. Time-of-day and seasonal thunderstorm activity 
factor a = 24 and the geographical factor fJ = 1, 2, and 4. 

overhead of 5.66 percent is needed to achieve similar results for a 
network of 100 ground stations. Of course, the required overhead in all 
cases is reduced if smaller values of {3 apply. 

Figure 14 plots a family of curves for a site in Region 2, showing the 
resource-sharing fade margin gain, for an outage of 0.005 percent, as a 
function of the number of ground stations in the network. The over
head is kept constant at 5.66 percent (K = 1 for 50 ground stations, K 
= 2 for 100 ground stations, and K = 4 for 200 ground stations), and 
the family parameter is {3. Again, we see that resource sharing becomes 
more effective as the number of ground stations in the network 
increases. 

4.4 Sensitivity to a 

In Fig. 15, we investigate the effect of the thunderstorm-activity 
period factor, lX, on the utility of resource sharing. For these curves, we 
assume that lX = 12, rather than the value of 24 used for all previous 
results, implying that the period of heavy attenuation is concentrated 

• over an interval twice as large in time. Thus, at any site, the probability 
that attenuation exceeds some value A, conditioned on the thunder
storm period, is half its former value. Again, a 12-GHz satellite located 
at 100 degrees West longitude is assumed, and results apply at a 
ground station in Region 2. A total of 100 ground stations is assumed, 
and all ground stations have a common built-in fade margin. We see 
that, at an outage of 0.005 percent, the ability to accommodate two 
simultaneous fades provides a fade margin advantage in excess of 9.8 
dB for {3 as high as four. Thus, under the less pessimistic and more 
realistic assumption that lX = 12 (4 out of 12 months/year, 6 out of 24 
hours/day) rather than 24, we see that the resource-sharing advantage 
is very close to the maximum possible for an overhead of about six 
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percent. We note, however, that the gain over a = 24 is only 0.4 dB 
(see Fig. 7). 

4.5 Sensitivity to satellite longitude 

Finally, in Fig. 16, we plot the yearly average attenuation statistics 
(based upon Lin's model) for sites in Los Angeles (Region 1), New 
York (Region 2), and Atlanta (Region 3) for a 12-GHz satellite located 
at 130 degrees West longitude rather than 100 degrees West as assumed 
before. Because of the greater slant range to the satellite, the atten
uations experienced at sites in Regions 2 and 3 are greater; again, 
Region 1 experiences very little attenuation. We use these statistics to 
derive the curves of Fig. 17 which show the fractional outage versus 
the built-in margin for a site in Region 2 and for various values of K 
and p. A total of 100 ground stations of common fade margin is 
assumed, and a = 24. Figure 17 shows that for f3 ::: 4, capability for 
accommodating only one fade is sufficient to provide 10 dB of extra 
protection via resource sharing at an ol,ltage objective of 0.005 percent. 
Because the yearly averaged attenuation statistics are nearly the same 
in Regions 2 and 3 for this satellite longitude, it is safe to assume that 
Fig. 17 is reasonably representative of a site in Region 3 as well. Also, 
because of this similarity between Regions 2 and 3, it appears that 
resource sharing is more effective for a satellite location at 130 degrees 

w 
:2 
t= 
z 
=: o 
o 
...J 
« 
z 

10-3 

Q 10-4 
I-
U « 
a: 
u.. 
...J 
« 
::> 
z 
z « 

10- 5 

o 4 5 

__ NO RESOURCE SHARING 
./ 

K = NUMBER OF SIMULTANEOUS FADES 
WHICH CAN BE ACCOMMODATED 

10 15 
BUILT-IN FADE MARGIN IN DECIBELS 

20 

Fig. 15-Rain outage experienced with resource sharing at a site in Region 2 (north
east) versus the built-in fade margin. Time-of-day and seasonal thunderstorm activity 
factor a = 12, and the geographical factor f3 = 1, 2, 4, and 6. Other conditions are the 
same as for Fig. 5. 
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West, compared against 100 degrees West, although the required built
in margin is much greater. This is because, when we position the 
satellite at 100 degrees West, the higher attenuation experienced in 
Region 3 relative to Region 2 presents more competition for the 
reserved time slots, which is disadvanta~eous for a site in Region 2. 

V. SUMMARY AND CONCLUSION 

In this paper, we have attempted to evaluate the effects of the size 
of the reserved pool, the number of ground stations, correlation among 
attenuation events, rain outage objective, and satellite position on the 
utility of resource sharing to provide 10 dB of extra down-link margin 
against rain fading. A single wideband satellite transponder such as 
might be associated with a scanning spot-beam system was assumed, 
but the joint rain attenuation and traffic modeling and the analytical 
approach can be extended to study multiple spot beam frequency reuse 
concepts. In general, it was found that for the cases examined, a pooled 
resource overhead equal to six percent of the available TDMA time slots 
is adequate to ensure a fade margin gain in excess of 9 dB for an outage 
objective of 0.005 percent if there are more than 50 ground stations in 
the network. The difference between the actual gain realized and the 
maximum gain of 10 dB possible with the coding approach employed 
arises from the effects of many ground stations in competition for a 
small number of shared resources. 

The traffic model employed for this study assumes that all ground 
stations carry similar traffic cross sections. Although the analytical 
approach can be modified to reflect the effects of users with different 
traffic cross sections, such an approach might become numerically 
unwieldy if the number of user classes assumed becomes too large. 
However, a simple overbound on the required overhead can readily be 
obtained if for a given number of users, we apply the results obtained 
by assuming a smaller number of users. For example, suppose the 
network contains 200 ground stations, and the amount of traffic carried 
by the ground stations are within a factor of four of each other. Then, 
the required 'overhead calculated for a network of 50 ground stations 
is an overbound of that needed for the 200 ground station network. 

The predicted results depend, of course, on the rain model assumed; 
modeling is necessary because statistics of multiple fade events for a 
large number of geographically dispersed sites are unavailable. Fortu
nately, in a TDMA system designed on the resource-sharing concept, it 
is a simple matter to alter the size of the reserved pool in response to 
real'operating experience. 

Three final observations will be offered. First, it appears from these 
results that resource sharing is most effective in the southeastern 
portion of the United States because the traffic demand from that 
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region is smaller than that presented by other regions. This is indeed 
fortunate because' it is precisely in that region, where attenuation is 
high, that resource sharing can offer the most saving. Second, if the 
satellite receives a western orbital-slot assignment, resource-sharing 
again assumes an important role because of the large rain margins 
(and, therefore, the large satellite radiated power or large ground 
stations) required to provide a suitably low rain outage. Finally, we 
note that resource sharing can provide high-system reliability (low
rain outage) while maintaining a sufficiently low-satellite effective 
radiated power to satisfy interference constraints imposed by the 
presence of other users of the geosynchronous orbit. It is perhaps in 
this last regard that resource sharing will prove most valuable, by 
enabling coexistence of spot-beam systems with existing wide-area 
coverage systems. 
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We show in quite a general way that highly accurate modeling of 
multipath fading responses is possible using low-order complex poly
nomials. This applies to all terrestrial radio systems in the chan
nelized common carrier bands below 15 GHz, where channel widths 
are 40 MHz or less. The context of the study is a new multipath 
experiment being conducted in New Jersey over a 23-mile path at 11 
GHz. The transmitted signal consists of up to nine tones in a 40-MHz 
bandwidth. These tones are coherently processed, sampled, and dig
itized in the receiver and recorded, during fading events, for later 
off-line reductions. Simple routines can be used to determine poly
nomial coefficients from these recorded data. This paper describes 
the signal processing and data reduction methods and analyzes them 
to assess the accuracy of polynomial fitting. The analysis uses a 
mean-square error measure and assumes a representative form for 
the underlying response function. Our results predict that the vast 
majority of multipath fading responses can be accurately approxi
mated over bandwidths of 40 (62) MHz using first- (second-) order 
complex polynomials. 

I. INTRODUCTION 

Multipath fading (hereafter abbreviated MPF) on terrestrial micro
wave paths can be a major cause of outage in digital radio systems.1

-
4 

Numerous efforts have been aimed at understanding, analyzing, and 
correcting this source of disruption, and some have led to new statis
tical models for MPF responses.5

-
9 

The particular model that inspires the present work approximates 
the MPF response by a low-order complex polynomial in frequency.8 
For a particular 26-mile path in Georgia, it was shown that a first
order polynomial suffices to characterize the fading response in a 25-
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MHz band centered near 6 G Hz. The joint probability distribution for 
the polynomial coefficients was derived for that path, thus permitting 
a complete statistical description of the MPF response. 

Now another experiment is being instrumented, this time for a 23-
mile path in New Jersey operating in the Il-GHz band. The aim of the 
new experiment is to add to, and in several respects improve upon, the 
data base used to quantify the earlier polynomial model. The improve
ments include higher measurement signal to noise ratios (SNRS), higher 
sampling rates (20 measurements per second rather than 5), coherent 
processing to obtain phase information (previously absent), and a 
wider measurement bandwidth (40 MHz rather than 25 MHz). 

Given the highly variable nature of multipath fading, such improved 
measurements for a new path in a different frequency band and locale 
should add importantly to our knowledge of this phenomenon. 

The basic design of the experiment can be simply stated: As many 
as nine coherently-phased tones within a 40-MHz bandwidth are 
transmitted from Murray Hill and coherently demodulated in a re
ceiver at Crawford Hill; the demodulated tones are sampled, digitized, 
and screened by a desktop computer/controller; and the digitized data, 
if deemed interesting, are recorded on magnetic tape for later off-line 
processing. 

The recorded data will be in a form that facilitates polynomial 
approximation using simple, efficient computer routines. The data will 
be quite general in form, however, i.e., amenable to modeling via any 
mathematical approximation considered promising. 

The present study evaluates the accuracy of polynomial approxi
mation, relating it to the experiment parameters and to the methods 
of signal processing and data reduction. Section II describes the signal 
processing in the transmitter and receiver, and derives signal and noise 
relationships used in the subsequent error analyses. Section III de
scribes the methods of polynomial fitting to be considered, and defines 
the mean-square error measures that will be used to evaluate them. 

Section IV analyzes the errors in the polynomial fitting caused by 
measurement noise, and Section V analyzes the errors caused by finite 
sampling of the frequency response. In general, the errors increase 
with the bandwidth over which the fitting is done. In analyzing the 
errors caused by finite sampling, we assume a general form for the 
MPF response function that has been applied successfully in other data
fitting studies,5 and assume either worst-case or typical values for the 
function parameters. 

The mean-square error calculations permit predictions of the maxi
mum bandwidths for which polynomial fitting is valid. Section VI 
summarizes the results computed, under rather stringent mean-square 
error requirements, for polynomial orders of one, two, four, six, and 
eight. 
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II. SIGNAL PROCESSING ANALYSIS FOR THE MPF EXPERIMENT 

2. 1 Propagation path and radio channels 

Multipath fading responses are to be measured on a 23-mile path 
betwen Murray Hill and Crawford Hill, similar to the one used by 
Crawford and Jakes in their earlier experiments.1O The transmitting 
antenna at Murray Hill is 655 feet above sea level, and the receiving 
antenna atop Crawford Hill is 425 feet above sea level. An experimental 
license has been obtained to operate over this path in three 40-MHz 
channels within the 11-GHz common carrier band. These channels are 
centered at 11.465, 11.545, and 11.625 GHz. The initial measurements 
will be in the band centered at 11.545 GHz. 

We describe here the signal processing relationships that underlie 
the experiment design. The details of circuitry, components, and 
equipment will be reported separately by those who have developed 
the IviPF measurement system. 

2.2 Transmitted signal 

The transmitted signal is created by the two-stage up conversion of 
a baseband signal having the form 

N/2 

b(t) = do + 2: dn cos(n~wt + On), (1) 
n=l 

where N is even and the other parameters will be discussed. The up
conversion places the signal in an RF channel centered at radian 
frequency We = 27T{e ({e = 11.545 GHz). Hence, the transmitted signal 
is 

N/2 

VT(t) = 2: ~ cos(wet + n~wt + On), (2) 
n=-N/2 

where pn is the power of the nth transmitted tone and a total of 
N + 1 tones are transmitted. From (1), we see that po is proportional 
to d5 and that pn (n # 0) bears the same proportionality to d;/4. 

The variation of pn with n is clearly symmetrical about n = 0 because 
it derives from amplitude settings of the baseband tones. Nonuniform 
variations of pn can easily be compensated for via baseband adjust
ments in the receiver. In Section IV we consider nonuniform variations 
for which receiver noise effects are minimized. 

The frequency spacing between transmitted tones, ~{, may be 5, 
10, or 20 MHz. Since the transmission is confined to a channel of 40-
MHz width, and occupies a bandwidth N~{, we have the constraints 
(N + 1) :s 9 tones when ~{= 5 MHz; (N + 1) :s 5 tones when ~{= 10 
MHz; and (N + 1) :s 3 tones when ~{= 20 MHz. We will consider the 
four particular combinations N = 2, ~{= 20 MHz; N = 4, ~{= 10 
MHz; N = 6, ~{= 5 MHz; and N = 8, ~{= 5 MHz. 

Finally, we mention that the N /2 baseband tones are derived from 
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a common 5-MHz reference, and so can be relatively phased in any 
manner desired. For purposes of analysis, we will assume all On'S to be 
zero here; since any phasings in the transmitter are easily undone in 
the receiver, no generality is lost. One criterion for choosing the actual 
On'S is minimization of the peak factor of the RF signal (2). The 
baseband phase adjustments that accomplish this have been derived 
for N = 2, 4, 6, and 8.11 We will use the resulting minimized peak 
factors in making noise calculations later. 

2.3 Response of the propagation medium 

We denote the complex signal gain of the propagation medium by 

F ( ) = Complex gain at radian frequency We + W 

W Gain magnitude (go) during nonfading . (3) 

The quantity go can be computed from familiar radio path equations. 
Note that w is measured from the center of the channel. During 
nonfading periods, I F (w) I = 1 throughout the channel bandwidth; 
d~ring multipath fading, F (w) varies with w in a randomly time
varying manner. 

The function F (w) contains two phase factors of no interest to us. 
One is expU<I>o), where <1>0 is the phase shift through the medium at w 
= 0; the other is exp(-jwtp ), where tp is the nominal propagation time 
along the path. (For a 25-mile path, tp ,; 0.13 ms.) The investigation of 
multipath fading can be simplified, with no loss of information, by 
removing these two factors. Thus the function of interest to us is 

H(w) = F(w) exp[j(-<I>o + wtp )]. (4) 

The aim of our modeling effort is to find suitable functions for approx
imating H (w), and to statistically characterize the parameters of those 
functions. 

We will see in Section 2.5 that the response function actually 
sampled by the measurement system is 

G(w) = F(W)exp [ -:i( 1/- + w L) J. (5) 

where tJ; and 0 are the (possibly) random or unknown phases of 
frequency references in the receiver. To obtain samples of the desired 
function [H ( w)] from samples of the measured function [G (w )] will 
therefore require performing the operation 

H(w) = G(w) exp [j(~) + jw (tp + L) 1 (6) 

!l <I> '-.r----' 

!IT 
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at each of the sampling frequencies [w = 0, ± ~w, .. " ± (N /2) ~w J. We 
will show later how to accomplish this in the data processing. 

2.4 Decompositions of F(w), G(w), and H(w) 

We demonstrate here a useful decomposition for complex response 
functions such as F(w), G(w), and H(w). We will treat only H(w), 
noting that the same mathematics and notation apply to F(w) and 
G(w). 

Since w is measured from an arbitrary microwave frequency (27Tfc), 
there is no physical reason to assume complex conjugate symmetry for 
H (w ). In its most general form, H (w) can be expressed as 

(7) 

~vhcrc Ha(w) and Hb(C:J) are each functions having complex conjugate 
symmetry. Accordingly, we can write 

'---v--' 

Real, 
Even 

'---v--' 

Imaginary, 
Odd 

'---v--' 

Real, 
Even 

Imaginary, 
Odd 

By transmitting and coherently receiving N + 1 tones spaced by ~w, 
one could in theory obtain measurements of the two even functions 
at w = 0, ~w, "', (N /2) ~w; and of the two odd functions at w = ~w, 
"', (N/2) ~w. [The total number of samples, 2(N + 1), is consistent 
with measuring the amplitudes and phases of the N + 1 received 
tones.] In reality, the receiver obtains these samples for the corre
sponding set of G functions, which differ from the H functions if t[; and 
B are not both 0. Obtaining H samples from G samples is discussed in 
Section 2.6. 

Another departure of the receiver outputs from the desired samples 
is the presence of measurement noise. We will defer the introduction 
of noise until Section 2.7. 

2.5 Signal processing in the receiver 

The receiver input at RF is 
N/2 

VR (t) = go L ~ I Fn I cos(wct + n~wt + cpn), (9) 
n=N/2 

where I Fn I and cpn are the magnitude and phase of F(n~w); go is the 
normal (nonfading) path gain, (3); and we have used (2) with all Bn's 
assumed to be zero. 

The signal goes through a two-stage down conversion which amounts 
to quadrature demodulation. That is, two baseband outputs are ob
tained which correspond to mixing VR(t) with 2 cos(wct + t[;) and with 
-2 sin(wct + t[;). A nonzero value of 0/ signifies that the RF and IF 
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references in the receiver are not in phase synchronism with those in 
the transmitter. 

Each of the . baseband signals consists of a dc component plus 
sinusoids at w = Llw, •.• , (N /2)ilw. The nth sinusoid in each of these 
signals goes through quadrature demodulation, via the local references 
cos[n(Llwt + 0)] and -sin[n(ilwt + 0)], to produce two more dc 
outputs. These references are all derived from a 5-MHz source in the 
receiver, and nonzero 0 signifies that this source is not in phase 
synchronism with the one in the transmitter. 

Using (5) and ordinary trigonometric identities, the following state
ments can be proven: 

(i) The dc outputs produced by demodulation via 

are 

( 
2 cos (Wet + l/;») 

-2 sin(wet + l/;) 

(
10 ) A (J2PogoGar(O») . 
Qo - J2Po go Gbr(O) 

(ii) The dc outputs produced by demodulation via 

and cos[n(Llwt + 0)] are 

( 
2 cos(wet + l/;») 

-2 sin(wet + l/;) 

(
I - l)n ) A (../2pngoGar(nLlW») , 

(Q - l)n - F2ii"ngo Gbr(nLl w) 
n = 1, N/2. 

(iii) The dc outputs produced by demodulation via 

and -sin[n(Llwt + 0)] are 

( 
2 cos(wet + l/;») 

-2 sin(we + l/;) 

(
I - Q)n ) A ("/2pngoGai(nilW») , 

(Q - Q)n - ../2pngo Gbi(nLl w) 
n = 1, N/2. 

(10) 

(11) 

(12) 

Thus, the dc outputs of the receiver correspond to evenly-spaced 
frequency samples of the four G functions Gar(W), Gai(w), Gbr(w), and 
Gbi(W). Each of the 2(N + 1) dc components is low-pass filtered, with 
a noise bandwidth of 100 Hz; time-sampled 20 times per second and 
quantized with 14-bit precision by a Datel System 256 acquisition 
system;* and passed to a HP 9845A computer for real-time screening.t 

* Datel Corporation. 
t Hewlett-Packard. 
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Any set of samples that seems interesting, or is part of a sequence that 
seems interesting, is recorded on magnetic tape for subsequent off-line 
processing. 

2.6 Relating the G and H functions 

By using (6), the H'functions (Har(W) , Hai(w), etc.) can be easily 
obtained from the corresponding G functions once ~ <I> and a Tare 
specified. Defining a new function G(w; ~<I» ~ G(w) exp(j~<I», we first 
perform the matrix operation 

(13) 

An identical equation relates Gai(w; a<I» and Gbi(W; a<I» to Gai(w) and 
Gbi(W). The H functions are then obtained from these new G functions, 
for specified a T, as follows: 

[
Har(W)] = [cos waT -sin waT] [Gar(w; ~<I»] (14) 
Hai(W) sin wa T cos wa T Gai(w; a<I» . 

An identical equation relates Hbr(w) and Hbi(W) to Gbr(w; a<I» and 
Gbi(W; a<I». 

The operation indicated by (13) leads to the result Hbr(O) = 0, i.e., 
the phase response of the function to be analyzed is forced to zero at 
w = o. [To see this, combine (6), (12) and (13) for w = 0.] This is a 
welcome simplification in tqe data and entails no loss of useful infor
mation. Fortunately, sin ~<I> and cos ~<I> are readily obtained from the 
measured G samples, for 

. A<I> Gbr(O) 
SIn u = - --;=::::=====;:::= 

I 2 2' "G ar(O) + G br(O) 
(15) 

To see this, use (5) at w = 0 and recall that a<I> = t[; - <1>0.] 
By way of contrast, the value of a T to use in (14) is not so readily 

specified or determined. Yet, to get the full benefit of polynomial 
modeling (i.e., accurate fitting using low-order functions), ~ T must be 
carefully chosen. * We have arrived at a criterion for choosing ~ T 
based upon the following data reduction procedure: For a given aT, 
(14) is applied and the resulting H samples are fitted by a finite-order 
complex polynomial in jw. We consider that value of a T to be optimal 
for which the polynomial fitting is best, in some least-squares sense 

* To see why, consider the example G(w) = exp(-jwto), where to :::: liB, and B is the 
bandwidth over which H(w) = G(w) exp(jwAT) is to be fitted. If AT = 0, H(w) = 
cos wto - j sin wto, and high-order polynomials are needed for accurate fitting over the 
bandwidth. If AT = to, however, H(w) = 1 + jO, and low-order polynomials are quite 
sufficient. 
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defined later. In Section 5.4, we will identify a data-derived measure 
that accurately predicts the optimal ~ T. 

2.7 Measurement noise 

We have shown that the dc receiver outputs are proportional to 
frequency samples of the function G(w), and that the unwanted phase 
factors that distinguish G(w) from H(w) can be removed in the data 
processing. Not so readily removed are the noises associated with the 
digitized outputs. These consist of both additive Gaussian noise from 
the input and components of the receiver and quantizing noise from 
the I4-bit analog-to-digital conversions. 

Receiver noise produces an additive random component for each dc 
output defined by (10) to (12). These 2(N + 1) noises are zero-mean 
and mutually independent. All have the same variance except those 
associated with (10), i.e., n = 0, for which the variance is 3 dB higher. 
These findings follow from the receiver processing described in Section 
2.5. 

We shall now assume that each of the dc outputs in (10) to (12) is 
adjusted by a factor 1/ (go .J2Pn) , n = 0, N /2, before being digitized. 
Accordingly, the variance of the Gaussian noise associated with a given 
output sample is 

ab = {kTbNF/POg&'2 n = 0, (16) 
kTbNF/2pngo, n = 1, N/2. 

Table I defines the quantities in (16) and gives values for each. Using 
those data and assuming uniform tone powers, we obtain the following 

g~ 

15 

pn 

Table I-System parameters used in noise analysis 
Parameter Definition and Assumed Value(s) 

Power gain between transmitter output and first receiver amplifier stage; includes 
clear-air path loss and circuit and waveguide losses: 

10 log g~ = -74 dB 
Thermal noise density at receiver input: 

10 log kT = -174 dBm/Hz 
Noise bandwidth of receiver processing for each tone: b = 100 Hz 
Noise figure of first receiver amplifier stage: 

10 log NF = 2 dB 
Peak transmitter power, constrained to meet out-of-band emission requirements: 

10 log Pp = 14 dBm 
Transmitter peak factor, minimized via phase adjustments of the baseband tones 
before up conversion. For uniform tone powers, 

{ 

7.8 dB, N = 2, 
10 1 P - 6.3 dB, N = 4, 

og F - 6.3 dB, N = 6, 
6.6 dB, N= 8 

Average tra!1smitter power: 15 = Pp/PF • For N = 8, 
10 log P = 7.4 dBm 

A verge power in transmitted tone at frequency ±m1w from center. 
For uniform tone powers and N = 8, 

10 log pn = -1.8 dBm 
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result: (Jb in dB, for n ¥: 0, lies in the range -79 dB ± 2 dB, where the 
precise value depends on N; for n = 0, (Jb is 3 dB higher. 

Assuming the dc outputs are amplitude-adjusted as indicated, the 
input to every 14-bit AID conversion is precisely a sample of a G
function. During normal propagation, the G samples lie within ± 1 [see 
(3) and (5)]. To provide some room for excess gain, we assume 
quantizer amplitude limits set at ± 1.60 (4-dB margin). As a result, the 
quantizing error for each digitized sample can be characterized as an 
additive noise uniformly distributed on [-1l/2, 11/2], where II = 2 X 

1.6 x' 2-14 = 1.95 X 10-4
• The quantizing noise variance is then 

(J~ = 112/12 = 3.18 X 10-9(-85dB), every sample. (17) 

Comparing this with (Jb above, we find justification for ignoring quan
tization effects. Alternately, they can be accounted for using an ap
proximate correction factor given in Section IV. 

To simplify matters further, we introduce the notation 

Har,n £ Har(nllw), etc. (18) 

These are the quantities produced by (13) and (14) for any specified 
combination of !l <I> and II T. We account for the noisiness of the H 
samples via the notation 

Har,n £ Har,n + ~ar,n, etc., (19) 

where ~ar,n, rbr,n, etc., are the random noise samples. Since the ~s are 
produced by phase rotations of the noises associated with the G 
samples, they are all Gaussian, zero-mean, and mutually independent, 
just like the original noises. Moreover, their variances are identical to 
(Jb, as given by (16). We thus have an accurate, simple description for 
the noisiness of the data to be processed. 

III. POLYNOMIAL FITTING AND ERROR MEASURES 

3. 1 Fitting polynomials to the fI samples 

The implicit assumption of the polynomial fitting approach is that, 
over some finite bandwidth B centered on f = 0, the response function 
H(w) can be accurately approximated by a low-order complex poly
nomial, i.e., 

M 

H(w) ;;:: H(w) £ L (Ak + jBk)(jW)k, (20) 
k=O 

Using (7) and (8), we can break this representation down as follows: 
M M M 

Ha(w) ~ L Ak(jW) k = L Ak(jW) k + L Ak(jW) k, 
k=O k=O k=l 

(21) 
Even Odd 

Fit to Har(w) Fit to jHai(w) 
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M M M 
Hb(W) ~ L Bk(jw) k = L Bk(jW) k + L Bk(jW) k. 

k=O k=O k=l (22) 
Even Odd 

Fit to Hbr(w) 

The Ak'S and Bk'S are slowly varying random coefficients; in any given 
measurement interval, they collectively characterize the short-term 
frequency response of the propagation medium. 

The fittings indicated above can be done, for every 50-ms measure
ment interval, by using the 2(N + 1) fI samples obtained in that 
interval. The way the fitting is done depends on the values of M and 
N. We now consider three possible cases. 

Case 1: M = N, with N = 2, 4, 6, or 8 

The fI samples obtained using N + 1 tones can be fitted precisely 
using an Nth-order complex polynomial. Thus, when M = N, fitting 
consists of matching each summation in (21) and (22) to the appropri
ate fI samples at the sample frequencies. The resulting equations for 
the Ak'S are as follows (identical equations apply to the Bk'S, with 
fIbr's and fIb/S replacing the fIar's and fIa/s): 

fIar.o, 

1 N/2 ~ ~ 

Ak = -( A ) k L Dk/2.n[Har.n - H ar.o], 
uW n=l 

1 N/2 ~ 

-( A )k L D(k+1)/2.n Hai.n, 
uW n=l 

k =0, 

k = 2,4, ... , N, 

k = 1, 3, ... , N - 1, (23) 

where Dtm and Dl.m are the (I, m)th elements of the N/2 X N/2 
matrices [De] and [DO], respectively; [De] and [DO] are the inverses 
of the matrices [de] and [dO], respectively; and the (m, I)th elements 
of [de] and [dO] are 

(24) 

and 

(25) 

The matrices [De] and [DO] for N = 2, 4, 6, and 8 are given in Table 
II. Note for future reference that the derived Ak'S and Bk'S are weighted 
sums of the fI samples. 

Since N can be as high as eight, this method of fitting suggests the 
possibility of eighth-order polynomial modeling. Earlier studies, how
ever, suggest that this order is unnecessarily high for bandwidths of 20 
to 40 MHz.8.12 Reductions using M = N = 8 may therefore involve 
excessive demands on data storage and analysis, and unduly complicate 
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Table II-Matrices for evaluating eq. (23) 
N Matrix [De] Matrix [DO] 

2 [1] [1] 
4 1 4 1 -
3 12 3 6 

4 
1 1 1 1 -
3 12 3 6 

3 3 1 3 3 1 - -- -- -
2 20 90 2 10 30 

13 1 1 13 1 1 
6 --

24 6 72 24 3 24 
1 1 1 1 1 1 

-
24 60 360 24 30 120 

8 1 8 1 8 2 8 1 
5 -- - - --

5 315 560 5 5 105 140 
61 160 1 7 61 169 1 7 -- - -- - -
90 720 30 2880 90 360 10 720 

8 29 13 1 1 29 13 1 1 -- - - - -- -360 360 120 1440 360 180 40 360 
1 1 1 1 1 1 1 1 

360 720 2520 20160 360 360 840 5040 

model development and usage. For this reason, we also consider the 
combinations M = N = 6, II {= 5 MHz; M = N = 4, II {= 10 MHz; and 
M= N= 2, ll{= 20 MHz. 

Case 2: M = 2, with N = 8 

Another possibility is to assume a low-order polynomial while using 
all nine tones, in which event the fittings indicated in (21) and (22) are 
done by least-squares methods. Compared with the case M = N = 2, 
this approach requires more data storage and analysis. On the other 
hand, it leads to better fitting accuracy and protects against loss of 
tones caused by equipment problems. Noise effects can be slightly 
worse for this case, despite the noise-averaging it affords, beca~se the 
power per tone must be lower to satisfy the transmitter power con
straint. 

The least-squares polynomial fitting method is well known,I3 and so 
we give only the results: 

59 [ A 4 ( 5n 2) A ] 

Ao = 231 H ar.o + 2 n~I 1 - 59 H ar.n , 

1 4 A 

Al = 30" L nHai•n , 
uW n=I 

5 [A 4 ( 3n 2) A ] 
A2 = 231llw2 Har.o + 2 n~I 1 - 20 H ar.n • 

MODELING MPF RESPONSES 

(26) 

(27) 

(28) 
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The equations f~r B 0, B 1, and B 2 are identical, with H br, nand H bi,n 
replacing Har,n and Hai,n. Again, the Ak's and Bk'S are weighted sums 
of the H samples. 

Case 3: M = 1, with N = 8 

The case M = 1 represents the ultimate in modeling simplicity, 
namely, a response function which is fIrst order in jw. Strong experi
mental evidence for such a polynomial has been reported.B

,9 Assuming 
least-squares fItting to nin~ tones, we fInd that 

1[- 4 _ ] 
Ao = 9 Har,o + 2 n~I Har,n ; (29) 

Al is given by (27); and the same equations give Bo and B I , with Hbr,n 
and Hbi,n replacing Har,n and Hai,n. 

3.2 Error measures 

The MPF response function, as reconstructed from the data-derived 
Ak's and Bk'S, is 

M 

H(w) = L (Ak + jBk) (jw) k. (30) 
k=O 

Since the coefficients are weighted sums of noisy H samples, (19), we 
can write H(w) in the form 

H(w) = H(w) + 
Weighted sum 

of true 
Hsamples 

Z(w) 
Weighted sum 

of random 
noise samples 

(31) 

Whereas H(w) is noiseless, it is not identical to the true response 
function, H(w), but is a polynomial approximation. 

We now defIne the error function 

e(w) £ H(w) - H(w) 
= [H(w) - H(w)] + Z(w) (32) 

Approximation Noise error, 
error, E(approx) dnoise) 

If B is some bandwidth about fc over which H(w) is to be characterized, 
then the mean-square error for a given polynomial fIt can be defIned 
as 

(33) 
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A useful normalizing quantity for these mean-square errors is the 
mean-square gain of the fading channel, i.e., 

J
B/ 2 

H2 ~ ~ 1 H( w) 12 df. 
-B/2 

(34) 

Radio system experience has shown that, for B ~ 20 MHz, H2 is 
seldom lower than 10-4 (40-dB total power fade). 

Let us now interpret B as the bandwidth over which the intended 
receiver output (undistorted by MPF) has a roughly uniform power 
spectrum, and outside which the spectral content is small. Accordingly, 
e2 accurately represents the mean-square error in predicting the output 
signal using lI(w) for the MPF response and H2 accurately represents 
the true mean-square output. It is thus reasonable to say that a given 
polynomial fit is valid if e2(noise)j H2 and e2(approx)/ H2 are both 10-3 

or less. Since e2(noise) is independent of H(w), and since H2 is seldom 
lower than 10-4

, our requirement for c2 (noise) is that it be 10-7 or less. 

IV. MEASUREMENT NOISE ERRORS 

4. 1 Method of analysis 

We compute e2 (noise) by forming Z(w) in (31), using (30) and the 
governing formulas for Ak and Bk. For simplicity, we use the first-order 
model (Case 3: M = 1, N = 8) to exemplify the approach. 

From (30) and (31), 

Z(w) = L (oAk + joBk) (jW)k, (35) 
k=O 

where oAo and oAI are the noises in Ao and AI, which are computed 
using (27) and (29); and similar definitions and equations apply for oBo 
and oBI. There noises are related to the noise components ~ar,O, ~ar,l' 
etc., in the II samples of (27) and (29). Thus, 

SAo = ~ [l~'O +2 .t l~,n J, 1 4 

oAI = -- L n~ai,n, (36) 
30aw n=l 

and similarly for oBo and oBI. We now proceed in the obvious way: 
oAo, oAI , etc., are combined with (35); 1 Z(w) 12 is formed; and the 
integration in (33) is performed to obtain e2 (noise). In doing so, we 
make use of the statistical independence among all the noise samples. 
We also use (16) for their variances. The result is of the form 

2( . )_kTbNF~2Sn(B/af) 
e nOIse - 2 ~ , 

2go n=O pn 
(37) 

where, for the case under study, N = 8 and 

Sn(B/Ll{) = 8~ [1+ 1:00 (:Sn 2 J. n = 0, N/2. (38) 
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For all of the other cases considered, the analytical approach and 
the form of the result are as shown above; only the specific equations 
for Sn(B/llf) vary. 

The final step in computing €2 (noise) is to specify the values of the 
transmitted tone powers. We have considered two approaches, namely 
(i) assuming allpn's to be equal, adding up to some specified value (p) 
of average transmitted power; and (ii) choosing the Pn'S so as to 
minimize €2(noise), subject to the same average power specification. 
In the first approach, we apportion power according to the rule 

P 
pn = N + l' all n. (39) 

In the second approach, we use the method of Lagrangian multipliers 
to minimize (37), subject to the constraint 

N/2 

po + 2 L pn = P. (40) 
n=l 

The result in that case is 

pn = .J2So(B/ /If) + 2 L~Z1 .JSn(B/ /If) , 
all n, (41) 

where 8~ is the Kronecker delta function. Note that the optimal 
variation of pn with n depends on the bandwidth ratio, B/ /If 

We have reduced (37) to numerical results using the parameter 
values in Table I. We now present our findings. 

4.2 Results for Case 1 (M = N = 2, 4, 6, or 8) 

Figure 1 shows curves of €2 (noise) vs. B for the various possibilities 
under Case 1. We can make the following observations: 

(i) The noise errors and their rate-of-growth with B depend strongly 
on the polynomial order M, both being less for lower M. From a noise 
standpoint then, M should be chosen to be low. The competing factor 
influencing this choice is the approximation error, which we consider 
later. 

(ii) Optimizing pn does not improve significantly on the use of 
uniform tone powers. There is no compelling reason, therefore, to 
taper the Pn'S. On the other hand, doing so entails no price in com
plexity and may offer benefits, e.g., tapering of pn may reduce out-of
band spurious tones caused by transmitter nonlinearities. We will not 
explore this topic here, but present in Table III some examples of 
optimal pn variations . 

......",....--

(iii) Values of €2(noise) less than 10-7 can be attained, using either 
uniform or optimal Pn'S, for bandwidths up to 34 MHz or more, 
depending on M. For purposes of modeling, errors of this magnitude 
can be regarded as negligible, as noted in Section 3.2. 
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Fig. I-Mean-square noise errors, e2 (noise) in dB, for Case I (M = N = 2,4,6 or 8). 
For each N, the curve for optimal tone powers (dotted) merges with the one for uniform 
tone powers (solid). 

4.3 Results for Cases 2 and 3 (M = 2, N = 8 and M = 1, N = 8) 

Figure 2 shows curves of e2 (noise) vs. B for Cases 2 and 3. These 
results show the effects of noise when first- and second-order polyno
mials are formed via least-square·s fitting to nine received tones. For 
purposes of comparison, Fig. 2 also repeats the results for M = N = 2 
under Case 1, i.e., second-order matching to three received tones. We 
note the following: 

(i) As before, fitting H(w) with a lower-order polynomial leads to 
smaller noise-related errors. 

(ii) Comparing the two ways of getting M = 2, noise errors are 

Table III-Optimal tone powers for Case 1, B = 40 MHz (in dB 
above power of central tone) 

Frequency 

N 

2 
4 
6 
8 

±5MHz 

-0.80 
-0.36 

±1O MHz ±I5 MHz ±20 MHz 

-3.02 
-0.10 -4.05 
-3.30 -7.60 
-1.36 -2.63 -7.95 
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Fig. 2-Mean-square noise errors, e2 (noise) in dB, for Cases 2 and 3 (M = 2, N = 8 
and M = 1, N = 8). Results shown are for uniform tone powers; results for optimal tone 
powers are lower by less than 0.5 dB. 

sometimes smaller when N = 2 and sometimes smaller when N = 8. 
The explanation lies in two offsetting factors: Using nine tones leads 
to less power per tone, but affords averaging benefits not available 
when using three tones. Depending on B, one or the other of these 
factors dominates. 

(iii) For all three low-order polynomial approaches considered, 
e2 (noise) is less than 10-7 for bandwidths up to 90 MHz or more. 

4.4 Generalizations and extensions 

We emphasize that e2 (noise) in (37) scales readily in the quantities 
bNF /Pg5 and B/Il{. Therefore, the curves of Figs. 1 and 2, however 
particularized to the present experiment parameters, can easily be 
scaled to reflect other conditions. 

With this in mind, we can account in a simple and fairly accurate 
way for both quantization noise (previously neglected) and changes in 
P, go, b, and N F • We assume the quantization and Gaussian noise 
powers to be additive, invoke (16) and (17), and obtain the following 
rule: If bNF/Pg'& is changed by a factor C from the one obtained using 
Table I, then e2 (noise) should be adjusted by the factor (C + 0.25). 
For C = 1 (no change in bNF/Pg'6), quantizing noise adds roughly 25 
percent (1 dB) to the mean-square noise error. 
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V. APPROXIMATION ERRORS 

5. 1 Method of analysis 

The approximation error defined in (32) results from sampling H(w) 

at a finite number of discretely-spaced frequencies. The mean-square 
error, as defined in (33), depends on B, tlf, M, N, and-unlike the noise 
error-on the specific function being approximated. We consider a 
highly accurate polynomial approximation to be one for which y/, 

defined by 

(42) 

is less than or equal to 10-3
• Our aim here is to calculate Y/ using a 

function for H(w) that is "representative," in a sense to be described 
shortly. The method of computation, given H(w), follows directly from 
the relationships in Section III. 

The basic form assumed for H(w) is the one used by W. D. RummIer 
in previous studies.5

•
6

•
9 To fit measured amplitude responses in a 25.3-

MHz bandwidth near 6 G Hz, RummIer expressed H (w) by the function 
a[1 - b exp(jO) exp(-jwtlT)], where a, b, 0, and tlT are function 
parameters to be chosen. For each-of 24,920 response measurements, 
these four parameters were chosen to give a least-squares functional 
fit to the data. Error analyses of the results (Fig. 17 of Ref. 5) revealed 
a high degree of fitting accuracy over nearly all of the data records. 
For this reason, we use the same function here to represent the actual 
underlying response of multipath fading. 

RummIer also analyzed the effect of fixing the delay parameter tlT 
at 6.31 ns, and choosing (a, b, 0) to fit each data record. While not as 
good in all cases, the "fixed delay" model was found to be highly 
accurate over at least 98 percent of the data base. With this in mind, 
we conjecture that the above function, with AT ::S 10 ns, can be used to 
represent the vast majority of MPF responses. We will invoke this 
conjecture later in tabulating bandwidths over which polynomials of 
specified order can be used to model multipath fading. 

Our approach in what follows will be to find Y/ for specified Band 
tlT, with band 0 chosen to give worst-case polynomial fitting results. 
This should provide conservative estimates of the limitations of poly
nomial fitting. We will also assume a phase adjustment to the function 
used by RummIer, to enforce consistency with the data processing 
approach described earlier. In particular, we specify the response 
function to be 

H(w) = a(1 - bej()e-jwilT) exp[j(tl<I> + wtlT)], (43) 

where tl<I> and tl Twere defined in Section II. As noted there, the data 
reduction process chooses tl<I> in such a way that H(O) is made real, 
and chooses tl T in such a way that Y/ is minimized for a given M th-
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order polynomial fit. Accordingly, we specify that exp(ja<l» = (1 -
be-i8)/J1 + b 2 

- 2b cosO; search over aT so as to minimize 11 for a 
given fitting polynomial and given (b, 0); and search over band 0 so as 
to maximize that minimized 11. * Thus, we obtain the measure 

110 £ Max {Min(11)}, worst-case 11, given aT and B. (44) 
(b,8) IlT 

We have done this for each of the different combinations of M and N 
described earlier, using BaT as a variable and B as a parameter. We 
now present our findings. 

5.2 Results for Case 1 (M = N = 2, 4,6, or 8) 

The worst-case combination of (b, 0) for any B, aT, and polynomial 
order is found to be (1.0, 0.0). This combination corresponds to total 
fading at the band center (w = 0). Also, the optimal a T for b = 1.0 is 
preciselyaT/2. 

The variations of 110 with BaT, with M and B as parameters, are 
shown in Fig. 3. As expected, 110 is a strongly decreasing function of M, 
a strongly increasing function of BaT, and a weakly increasing function 
of B alone for given BaT. 

A useful empirical formula for these results, accurate to within 40 
percent for B ~ 80 MHz and BaT ~ 1.2, is 

(45) 

where a = 0.57 and k(M, B) is a fairly mild function of M and B. 
Numerical values for k (M, B) are given in Table IV. 

5.3 Cases2and3(M= 2, N= 8andM= 1, N= 8) 

Curves of 110 for these cases are shown in Fig. 4, where the results for 
M = N = 2 are repeated for comparison purposes. There is an evident 
improvement when second -order polynomials are derived using nine 
tones instead of three. An empirical formula for these results (again, 
accurate to within 40 percent for B ~ 80 MHz and BaT ~ 1.2) is given 
by (45), where a = 0.32; the power of (BaT) is replaced by 4; and 
numerical values for k(M, B) are given in Table IV. 

5.4 Optimizing 4 T using measured data 

In minimizing 11 with respect to aT, (44), we used computer search 
procedures and exploited our assumed knowledge of the underlying 
H (w ). In an actual measurement the latter is not possible, as the only 
information available for optimizing a T is the set of measured G 
samples. 

* The amplitude factor a has no impact on fitting accuracy and so is set to unity for 
purposes of this study. 
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Fig. 3-Relative mean-square approximation errors, 110 in dB, for Case 1 (M = N = 2, 
4, 6, or 8). The variable is BIlT, where IlT is the delay spread quantity in Eq. (43). 
Bandwidth, B, and M are parameters. 

By experimenting with different strategies, we have identified a 
computationally efficient procedure that uses these samples to opti
mize Ll T. It consists of computing C2 £ (A ~ + B ~) as a function of Ll T 
and choosing that Ll T for which C2 is a minimum. The procedure is 
even simpler than it might seem; for, if An.o is An computed for Ll T = 
0, then A2 for any other Ll T is just 

(46) 

and an identical relationship applies to B 2 • These results can be 
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Table IV-Values of k(M. B) in eq. (45) 

Case Case 1 Cases 2 and 3 
(M=N) (N= 8) 

B\M 8 6 4 2 2 1 

40 MHz 1.31 x 10-4 0.138 3.32 6.39 1.47 1.51 

60 MHz 1.95 x 10-2 0.734 5.31 6.98 2.56 1.78 

80 MHz 5.83 x 10-2 1.14 6.17 7.20 4.26 2.26 

derived using (6), (21), and (22), and the power series expansion of 
exp(jwLl T). 

Thus, "optimizing" Ll T amounts to finding the minimum of a fourth
order polynomial in that quantity. This can be done very efficiently 

0 
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Fig.4-Relative mean-square approximation error, '1]0 in dB, for Cases 2 and 3 
(M = 2, N = 8 and M = 1, N = 8). Same variable and parameters as in Fig. 3. 
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using computer algorithms. Our investigation of this procedure con
sisted of minimizing C2 with respect to a T for numerous (b, 0, aT), and 
using the resulting values of a Tto compute 11. We obtained remarkably 
similar answers, in most cases, to those obtained with a T rigorously 
optimized [i.e., via computer search using the known function H(w)]. 
The worst departures occur when 11 is either so large as to be of no 
interest or so small that the error increases do not matter. 

Other measures derivable from the data, such as [(A 2 - Ai) 2 + (B2 

- Bi)2], may be even more appropriate Quantities such as this, or C2 
as defined above, are reliable indicators of the "curvature" in H(w); 
choosing at to minimize them should therefore maximize the fitting 
accuracy of low-order polynomials. Our results give empirical support 
for this principle. 

VI. SUMMARY AND CONCLUSION 

The major findings of this study are summarized in Table V. The 
first row gives, for each combination of M and N considered, the 
bandwidth below which polynomial fitting yields E2(noise) :::; 10-7

• 

These bandwidths are derived for uniform tone powers and the param
eter values listed in Table I. They cannot be increased much without 
dramatic (and unlikely) improvements in transmitter power, noise 
bandwidths, and quantizing precision. 

The second row of Table V gives the corresponding bandwidths 
below which 11:::; 10-3

• They are derived for the response function (43), 
with band 0 having worst-case values and aT = 10 ns. The third row 
gives the maximum bandwidth which satisfy both mean-sqlJare error 
requirements. Since these requirements are quite stringent, we present 
in the fourth row the results of relaxing both of them by 6 dB (factor 
of four). 

These tabulations suggest that the vast majority of MPF responses 
can be accurately approximated, over bandwidths of 40 (62) MHz, by 

Table V-Bandwidths, in MHz, over which H(w) can be accurately 
characterized 

Case Case 1 Cases 2 and 3 
(M=N) (N=8) 

Requiremen~ M 8 6 4 2 2 1 

E2(noise) :s 10 7 40 34 55 96 90 180 
TJ :s 10-;3 140 125 96 35 48 28 

Both requirements 40 34 55 35 48 2~ 

Requirements 43 37 62 48 62 40 
relaxed 6 dB 

Notes: 
(1) Results assume t!:.:r = 10 ns. 
(2) Results in excess of 80 MHz are extrapolated estimates. 
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complex polynomial functions of just first (second) order. We surmise, 
then, that the appropriate modeling approach is to form first- and 
second-order polynomials using nine-tone measurements (N = 8) and 
least-squares data fitting. With these low orders, there is maximal 
simplicity in developing and using the model, with no substantial 
sacrifice in accuracy. By using nine tones, moreover, polynomials of 
higher order (up to eight) can also be deduced from the data, thereby 
enabling the theoretical predictions given here to be fully tested. 
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This paper describes the Quality Measurement Plan (QMP), a 
recently implemented system for reporting the quality assurance audit 
results to Bell System management. QMP replaces the T-rate system, 
which evolved from the pioneering statistical work of Shewhart and 
Dodge during the 1920's and 1930's at Bell Laboratories. Box and 
whisker plots are used for graphically displaying confidence intervals 
for the quality of the current production. The confidence interval is 
computed from both current and past data and is derived from a new 
Bayesian approach to the empirical Bayes problem for Poisson 
observations. Here we discuss the rationale, mathematical deriva
tions, dynamics, operating characteristics, and many comparative 
examples. We show that QMP reduces statistical errors relative to the 
earlier T-rate system. 

I. INTRODUCTION 

1. 1 Quality assurance 

The responsibility of the Bell Laboratories Quality Assurance Center 
(QAC) is "to ensure that the communications products designed by Bell 
Laboratories and bought by Bell System operating companies from 
Western Electric Company, Incorporated will meet quality standards 
and will perform as the designers intended."! This obviates the need 
for each operating company to carry out its own acceptance inspection. 

To meet this responsibility, the QAC works with its Western Electric 
(WE) agents, the Quality Assurance Directorate (QAD),2 and Purchased 
Products Inspection (PPI) organizations. However, as stated in Ref. 1, 
"The primary responsibility for quality lies with the line organizations: 
Bell Laboratories for the quality of design and Western Electric for 
the quality of manufacture, installation, and repair." The quality 
assurance organizations conduct independent activities to assure qual
ity to the operating companies. 
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1.2 Quality assurance audit 

The quality assurance organizations have two major activities. The 
first is to conduct quality audits where products change hands, either 
within WE or between WE and the operating companies. Examples 
are manufacturing, installation, and repair audits. The second concerns 
a collection of field quality monitoring activities. Examples are the 
Product Performance Surveys. These are designed sample surveys of 
reported field troubles. 

An audit is a highly structured system of inspections done on a 
sampling basis. The ingredients of an audit are: (i) sampling method, 
(ii) scope of inspection, (iii) quality standards, (iv) nonconformance 
procedures, (v) defect assessment practices, (vi) quality rating method, 
and (vii) report formats. 

The sampling method along with the scope of inspection determines 
what tests will be performed on what units of product or attributes of 
product. The statistics and economics of sampling, the engineering 
requirements, and the field effect of defects play the central roles in 
determining the sampling and the scope of inspection. 

The quality standards are numerical values expressed in defects, 
defectives or demerits per unit. They are set by the QAC in consultation 
with the QAD. The standards are target values, reflecting a tradeoff 
between fIrst cost and maintenance costs. 

The nonconformance procedures are rules for detecting and dispos
ing of audited lots that are excessively defective with respect to a 
particular set of engineering requirements. . 

The defect assessment practices are a set of transformations that 
map defects found into defects assessed for quality rating purposes. A 
terminal strip may have all ten connections off by one position, but, 
the consequences of these ten defects found are much less than ten 
independent occurrences of this defect. Therefore, less than ten defects 
are assessed. 

The quality rating method and report formats determine how the 
results of the audit are presented to Bell System management. For 
example, a product is reported as "Below Normal," when it fails a 
statistical test of the hypothesis that the quality standard is being met. 

1.3 The quality measurement plan (aMP) 

The statistical foundations of the audit ingredients were developed 
by Shewhart, Dodge, and others, starting in the 1920's and continuing 
through to the middle 1950's. This work was documented in the 
literature in Refs. 3 to 6. 

In recent years, research has been carried out to evaluate the 
application of modern statistical theories to the audit ingredients. An 
important idea is summarized in an article by Efron and Morris 7 which 
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explains a paradox discovered by Stein.8 When you have samples from 
similar populations, the individual sample characteristics are not the 
best estimates of the individual population characteristics. Total error 
is reduced by shrinking the individual sample characteristics part way 
towards the grand mean over all samples. Efron and Morris used 
baseball batting averages to illustrate the point. But the problem of 
estimating percent defective in quality assurance is the same problem. 
And you are always concerned with similar populations-for example, 
the population of design-line telephones produced for each of several 
months. 

This idea was originally explored in Ref. 9. The idea has now evolved 
into the Quality Measurement Plan (QMP). QMP is the recently imple
mented system for conducting three of the audit ingredients: defect 
assessment, quality rating, and quality reporting. 

As a quick introduction to QMP, consider Fig. 1. This is a comparison 
of the QMP reporting format (Fig. 1a) with the old T-rate reporting 
format (Fig. 1b). Each year is divided into eight periods. On the 
bottom, the T-rate is plotted for each period and it measures the 
difference between the observed and standard defect rates in units of 
sampling standard deviation (given standard quality). The idea is that 
if the T-rate is, e.g., less than negative two, then the hypothesis of 
standard quality is rejected. Section II considers the exact rules for 
exception reporting under the T-rate system. 

Under QMP, a box and whisker chart is plotted each period. The box 
chart is a graphical representation of the posterior distribution of 
current population quality on an index scale. The index value one is 
the standard on the index scale and the value two means twice as 
many defects as expected under the quality standard. The posterior 
probability that the population index is larger than the top whisker is 
0.99. The top of the box, the bottom of the box, and the bottom 
whisker correspond to the probabilities 0.95, 0.05, and 0.01, respec
tively. 

The heavy "dot" is a Bayes estimate of the long run process average; 
the "cross" is the observed value in the current sample; and the "dash" 
near the middle of the box is the posterior mean of the current 
population index and is called the Best Measure of current quality. 
The process averages, "dots," are joined to show trends. 

Although the T-rate chart and the QMP chart often convey similar 
messages, there are differences. The QMP chart provides a measure of 
quality; the T-rate chart does not. For example, in 7806 (Period 6 of 
1978) both charts imply that the quality is substandard, but the QMP 

chart also implies that the population index is somewhere between one 
and two. 

QMP and the T-rate use the past data in very different ways. QMP 
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Fig. l-QMP versus the T-rate. The box and whisker plot in (a) is the QMP replacement 
of the T-rate. One is standard on the index scale; two is a defect rate of twice standard. 
The box and whisker are 90 and 98 percent confidence intervals for production during 
the period; the "crosses" are the indices in the samples; the "dots" are process averages; 
and the "dashes" in the middle of tl~e boxes are Best Measures of current quality derived 
from empirical Bayes theory. (b) is a time series of T-rates. Each point measures the 
difference between observed quality and expected quality on a standard deviation scale. 
Notice that the sixth period of 1977 and the fourth period of 1978 are the same in the T
rate chart but quite different in the QMP chart. 

uses the past sample indices, but makes an inference about current 
quality. The T-rate system uses runs criteria based on attributes of 
the T-rate, such as "less than zero," and can make an inference about 
past quality. In Fig. 2, 7707, the T-rate signals an exception, because 
six T-rates in a row are less than zero, indicating that quality has not 
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been standard for all six periods. But for QMP, the standard is well 
within the box, indicating normal current quality. The different treat
ment of past data is also illustrated in Fig. 1. Comparing 7706 with 
7804 reveals very similar T-rates, but QMP box charts with different 
messages. 

The T-rate system is based on the assumption that the total number 
of defects in a rating period has a normal distribution. QMP is based on 
the Poisson distribution. This difference is important for small audits, 
as shown in Section VII. 

QMP was on trial for two years and was applied to 20,000 sets of 
audit data. The relatively simple QMP algorithm published in Ref. 9 

3 f-
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(b) 
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1977 1978 

Fig. 2-A weak T-rate exception. The seventh period of 1977 was reported as a quality 
exception because six T-rates in a row were less than zero. For QMP, it would have been 
reported as normal. This is because QMP provides a statistical inference about current 
production only, even though past data is used. 
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was used originally. This simple algorithm worked for most data sets, 
but not all (e.g., zero defects in every period). The relatively complex 
algorithm discussed in Section IV is the result of a lengthy fine-tuning 
process, designed to make the algorithm work for every case. This is 
why the full power of Bayes theorem with empirically based prior 
distributions had to be used. 

1.4 Relationship to the empirical Bayes approach 

Note that in the QMP box chart, the Best Measure always lies 
between the estimated process average and the current sample index. 
The Best Measure is a shrinkage of the sample index towards the 
estimated process average. In 7706 of Fig. la, the shrinkage is away 
from standard; but, in 7804, it is towards the standard. 

The Best Measure is related to the class of estimators described by 
Efron and Morris.lO In the cited reference, they provide a foundation 
for Stein's paradox with an empirical Bayes approach. In Ref. 7, they 
used baseball data to illustrate Stein's paradox. There is a clear analogy 
between percent defective in a quality assurance application and a 
baseball batting average. The data in Ref. 7 was for many players at 
a given point in time. The QMP algorithm works with the data for one 
product over time. So a better baseball analogy would be one player 
over time. 

Table I contains batting average data for Thurman Munson from 
1970 through 1978. This data was collected and analyzed by S. G. 
Crawford and is displayed graphically in Fig. 3. The "crosses" are 
Munson's batting averages reported on the last Sunday of April for 
each year. The "boxes" are Munson's batting averages at the end of 
the season. The dashed line is the average of the "crosses." 

The early season averages are analogous to the audit data. The 
averages are the results from small samples of the populations. The 
populations are the finite populations of "at bats" for each season. In 

Table I-Batting average data for Thurman Munson 
Reported * on Last End of Season QMP 

Sunday in April Estimate 
of 

At Batting At Batting Batting 
Year Bats Hits Average Bats Hits Average Average 

1970 44 7 0.159 453 137 0.302 0.165 
1971 37 6 0.162 451 113 0.251 0.168 
1972 31 11 0.355 511 143 0.280 0.288 
1973 56 20 0.357 519 156 0.301 0.315 
1974 72 16 0.222 517 135 0.261 0.233 
1975 48 18 0.375 597 190 0.318 0.323 
1976 40 13 0.325 616 186 0.302 0.308 
1977 42 9 0.214 595 183 0.308 0.273 
1978 63 17 0.270 617 183 0.297 0.283 

* AP statistics. 
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Fig. 3-Batting averages for Thurman Munson. For each year, the movement from 
the early season average (the sample) to the season average (the population) is always 
in the direction of the time average of the samples. This suggests strongly that by 
shrinking the samples towards their time average, one can obtain improved estimates of 
the populations. 

the audit, we are interested in making a statistical inference each 
period about the current population. So our problem in Fig. 3 is to 
make a statistical inference each year about the season batting average 
using only the early season averages observed to date. 

As an estimate, one would be tempted to use the maximum like
lihood estimate, the early season average. But, in every year, the 
movement of the batting average from the early season to the season 
end is in the direction of the aggregate early season average over time. 
So, paradoxically, the early season averages from other years seem to 
be relevant to the current season average. It is clear from the data, 
that a better estimate of the season average is some kind of shrinkage 
of the early season average towards the aggregate early season average 
over time. And the amount of shrinkage can depend only on the 
available data-the early season averages. 

What we really have here is a multivariate problem. We observe a 
nine-dimensional vector of observations whose mean is a vector of 
population characteristics, one of which we are particularly interested 
in. Stein8 showed (for the normal distribution) that the maximum 
likelihood estimate of the vector is inadmissible. Why this is true 
manifests itself in baseball lore. A player that starts the season rela-
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tively hot, usually cools off; and a player that starts in a relative slump 
usually improves. This is due to the nature of sampling error. The hot 
player is usually partially lucky and the slumping player is usually 
partially unlucky. 

QMP is based on the concepts illustrated by the Munson data. We 
saw in Fig. 1a that the Best Measure of the population index is between 
the current observed index and the estimated long-run process average. 

The approach used for QMP is actually Bayesian empirical Bayes. 
The shrinkage factor used is a Bayes estimate of an optimal shrinkage 
factor. So the Best Measure has the form 

[

estimated] 
W process + (1- W) 

average 

where W is a Bayes estimate of 

[

current] 
~ample , 
Index 

[sampling variance] 
[sampling variance] + [process variance]· 

The bigger the sampling variance is, relative to the process variance, 
the more weight is put on the estimated process average. 

There are two advantages to the Bayesian empirical Bayes approach 
over the approach in Ref. 10. One is that the weight, W, is always 
strictly between zero and one. This is because W is a Bayes estimate 
of an unknown optimal weight, w, which has a nondegenerate posterior 
distribution on the interval [0, 1]. The approach taken in Ref. 10 is to 
use maximum likelihood estimates of w, which can be one; i.e., total 
shrinkage to the process average. 

The second advantage is that an interval estimate of the current 
population index can be constructed from its posterior distribution. 
Most of the literature (e.g., Ref. 10) treats the estimation problem 
thoroughly, but it provides little guidance for the interval estimation 
problem. 

The QMP algorithm is applied to the Munson data and the QMP 

estimates of the season averages are given in Table I. The sums of the 
absolute errors for the maximum likelihood estimates (April averages) 
and the QMP estimates are 0.603 and 0.331, respectively-a forty-five 
percent improvement. Notice that the QMP estimates for 1970 and 1971 
are close to the April averages. This is because there was no history on 
Munson. The reduction in total absolute error for the years 1973 
through 1978 was sixty-five percent, because of the benefit of history. 

1.5 Objectives 

This paper is intended to document QMP. It contains the rationale 
for changing the rating system, a synopsis of QMP features, mathemat-

222 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1981 



ical derivations of the rating formulas, the dynamics of QMP, the 
operating characteristics of QMP, many examples, and the QMP report
ing format. 

Readers who are interested only in the mathematics of QMP and how 
it relates to empirical Bayes, may skip Section II. Readers, who are 
not interested in the mathematical derivation of QMP, may skip Section 
IV. 

II. T-RATE SYSTEM 

To understand the rationale behind QMP, one must fIrst understand 
the T-rate system. From this we shall see where things have changed 
and where things have remained the same. 

2. 1 Finding defects 

The sampling methods along with the scope of inspection provide 
for a sample of units of count for each set of inspections. A unit of 
count is either a unit of product or a unit of a product's attribute such 
as solderless wrapped connections. 

The result of conducting a set of inspections is a list of defects found 
and their descriptions. Frequently, underlying a defect is a variable 
measurement* that falls outside a range. QMP does not affect the 
process of finding defects. 

2.2 Assessing defects 

The defects found sometimes occur in clusters for which the effect 
of the cluster is nonadditive; i.e., the effect is less than the sum of the 
effects of the individual defects occurring by themselves. In this case, 
the number of defects assessed for rating purposes is less than the 
number found. The defect assessment practices for the T-rate system 
evolved over a 50-year period, so these practices were based on a 
variety of criteria and engineering judgements. The defect assessment 
practices under QMP amount to a redesign of the practices using a 
single principle, which is described in Section 3.1. 

2.3 Defect weighting and demerits 

The defects assessed are transformed into demerits or defectives or 
may remain as simple unweighted defects. In an audit based on 
demerits, each defect assessed is assigned a number of demerits: 100, 
50,10, or 1 for A, B, C, or D weight defects, respectively. Guidelines for 
assigning demerit weights are contained in numerous general and 

* For rating transmission characteristics of exchange area cable, some variables 
measurements are used directly without conversion to defects. We do not treat this case 
here. 
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special purpose demerit lists. The principles underlying these demerit 
lists are described by Dodge in Refs. 5 and 6. In an audit based on 
defectives, all defects found in a unit of product are analyzed to 
determine if the unit is considered defective. The assessment is either 
one or zero defectives. These transformations to demerits, defectives, 
or defects are not affected by QMP. 

2.4 Quality standards 

For any set of inspections, the quality engineers in the QAC have 
established quality standards. To do this, they considered audit scope, 
shop capability, field performance, economics, complexity, etc. The 
philosophy of standards is described in Ref. 3. For audits based on 
defects or defectives, the standards are expressed in defects or defec
tives per unit. For audits based on demerits, the standards are derived 
from fundamental defect per unit of count standards for A, B, C, D
type defects. In addition, we use Poisson as the standard distribution 
of the number of type A defects (for example). 

To make this clear, let's consider a simple example. Suppose in a 
sample of size n, there are XA, X B, Xc, Xn-type A, B, C, D defects. The 
definition of standard quality is that X A , X B , ••• are independent and 
have Poisson distributions with means nAA, nAB, •••. The number of 
demerits in the sample is 

D = lOOXA + 50XB + lOXc + X n. 

The mean and variance of D, given standard quality, are 

E(D I S) = lOO(nAA) + 50(nAB) + ... 

= n[lOOAA + 50AB + lOAc + An] 

= nUs 

V(D I S) = (lOO)2(nAA) + (50)2(nAB) + ... 
= n[(lOO)2 AA + (50)2AB + (lO)2 Ac + An] 

= nCs • 

The notation "D I S" reads "D conditional on S." 
Note that Us is the demerit per unit standard and Cs is a variance 

per unit standard. These are the numbers that would be published in 
the official list of standards called the Master Reference list. The 
quality standards are not affected by QMP. 

2.5 Rating classes and periods 

For the purpose of reporting quality results to management, the 
products are grouped into rating classes. An example is: ESS No. 1 
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wired equipment, functional test, at Dallas. * The results of all the 
inspections associated with this rating class are aggregated over a time 
period called a rating period. A rating period is about six weeks long 
and there are eight rating periods per year. QMP does not affect the 
rating classes or periods. 

2.6 The T-rate 

The advantage of having quality standards is that observed quality 
results can be statistically compared to the standards. In the T-rate 
system, this is done with a statistic called the T-rate. 

For a given rating class, let Q denote the total number of defects, 
defectives, or demerits that are observed in all the inspections con
ducted on all the subproducts during a rating period. Because there 
are quality standards for each set of inspections on each product 
subclass, it is possible to compute the standard mean and variance of 
Q, denoted by E(Q IS), V(Q IS). The T-rate is 

T-rate = E(Q I S) - Q. 
v'V(Q IS) 

It measures the difference between the observed result and its standard 
in units of statistical standard deviation. 

For each rating period, the T-rate is plotted in the control chart 
format shown in Fig. lb. The control limits of ±2 are reasonable under 
the assumption that Q has an approximate normal distribution. Then 
the standard distribution of Q is the "standard normal," and excursions 
outside the control limits are rare under standard quality. For large 
audit sample sizes, this approximation follows from the central limit 
theorem. As we shall see, the approximation is poor for small sample 
sizes. 

2.7 Reports, Below Normals and ALERTs 

The fundamental reports to WE management are books of T-rate 
control charts for all rating classes. However, every rating period, a 
summary booklet is prepared. The summary consists of various aggre
gate quality performance indices and an exception report which lists 
rating classes that are having quality problems. 

There are two kinds of exceptions: Below Normal (BN) and ALERT. 

These are based on statistical tests of the hypothesis that quality is at 
standard. The rules for BN and ALERT are based on six consecutive T
rates, t1 , ••• t6, where t6 is the current T-rate. The rules use the 

* Technically, this is called a scoring class in quality assurance documentation. Here, 
rating class means scoring class. 
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following runs criteria: 

SCAN(S): 

341 (T): 
tl < 0, ... , t6 < 0, 
~ < -1 and at least two of the set {t3, t4, t5} are less than 
-1. 

Finally, the rules for BN and ALERT are: 
Below Normal (BN): One of the following two conditions is satisfied: 

(1) t6 < -3 
(2) -3:s t6 < -2 and at least one of the following three conditions 

hold: 
(i) SCAN 

(ii) 341 
(iii) At least one of the set {t2' t3, t4, t5} is less than -2. 

ALERT: SCAN or 341 but not BN. 

In Fig. 1b, examples of BN are 7806 and 7803. Examples of ALERT are 
7808 and 7804. 

Both the fundamental report formats and the rules for BN and ALERT 

are different under QMP 

2.8 Pros and cons of the T-rate 

The advantage of the T-rate is its simplicity. It can be calculated 
manually. Exceptions can be identified by inspection. The fact that 
the T-rate has been used for so long is a testimonial to its advantages. 

However, the T-rate does have problems. * The T-rate does not 
measure quality. A T-rate of -6 does not mean that quality is twice as 
bad as when the t-rate is -3. The T-rate is only a measure of statistical 
evidence with respect to the hypothesis of standard quality. This 
subtle statistical point is often misunderstood by report readers. Years 
of explanations have not cleared up the confusion. 

Another problem is that the ALERT (SCAN and 341) rules are tests of 
hypothesis about quality trends, not current quality. Consider Fig. 2. 
You can assert that quality was probably substandard sometime 
between 7702 and 7707. You cannot, however, assert that quality is 
substandard in 7707. The QMP result for 7707 is normal. 

In addition, the rules for ALERT and to some extent BN depend on 
attributes of past T-rates rather than their exact values. For example, 
five consecutive past T-rates at -1.0 are treated exactly like five 
consecutive T-rates at -0.1. This was done for statistical robustness. 
But statistical information is lost. There are no "outliers" in the audit 
data. Defects assessed were in the product. Many defects assessed 

* Although the foundation of the T-rate system was laid by Shewhare and Dodge,5 
the details are the results of contributions by many people over 50 years. 
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mean substandard quality at the time of assessment. It is possible that 
very unusual circumstances caused the defects. But it is intended that 
the audit flag such unusual circumstances. 

The significance level of the T-rate hypothesis test depends on 
sample size and can be very large. Suppose that we have a simple test 
defect audit with a sample size of 32 units and a standard of 0.005 
defects per unit. The expected number of defects is (32) (0.005) = 0.16. 
For one defect observed, the T-rate is 

0.16 - 1 
t = = -2.1. 

v'0.16 

So, every time there is a defect, the T-rate exceeds the control limit. 
Now, assuming standard quality, the number of defects has a Poisson 

distribution with mean = 0.16. The Poisson probability of one or more 
defects is 0.15. So even when the standard is being met, there is a 15 
percent chance of the T-rate dropping below -2.0. In statistical terms, 
we have a biased test (i.e., there is no reasonable upper bound on the 
significance level). 

Clearly, it is not reasonable to take action every time the audit finds 
a defect. So special rules called modification treatments have evolved 
to handle cases like the one just described. Some of these modification 
treatments are statistically sound, others are not. This detracts from 
the desired objectivity of our quality rating. 

In a sense, QMP is orthogonal to the T-rate. On the one hand, QMP 

cannot easily be computed manually. On the other hand, QMP does not 
have any of the disadvantages described above for the T-rate. The 
basic message of the QMP box chart (Fig. la) is unambiguous and 
exceptions can be identified by inspection. 

III. OVERVIEW OF aMP 

As described in the introduction, QMP is the new way of conducting 
three of the audit ingredients: defect assessment, quality rating, and 
quality reporting. This section contains an overview of QMP. Mathe
matical derivations and detailed analyses of QMP are left for later 
sections. 

3. 1 Defect assessment practices 

Defect assessment practices have two parts. Part one is a description 
of those situations where fewer defects are assessed than are found. 
Part two is a formula for the number of defects assessed. 

In QMP, the principle for part one is: Normally all defects found in 
the quality assurance audits are assessed. Occasionally a cluster of two 
or more defects is found for which the seriousness of the cluster is less 
than the seriousness implied by individually assessing every defect in 
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the cluster. Such a cluster shall be called reducible. Seriousness is 
measured from the customer's point of view. The audit attempts to 
measure seriousness as if the auditor is the customer. So if defects are 
found and corrected as a result of the audit, no adjustment in assess
ment is necessary. More specifically, a reducible cluster is a collection 
(on one audited unit) of 
[1] dependent identical defects that the customer will 
[2] almost surely discover in its entirety when a small part of the 

cluster is discovered and 
[3] will correct or otherwise account for en masse, so that 
[ 4] total seriousness is better represented by assessing d a defects 

(computed by the assessment formula), rather than the number 
found. 

In [1], we use the word dependent in a statistical sense. Defects are 
dependent if they occur in a short interval of time and are systemati
cally introduced by a common feature of the production process. 

Ideally, the assessment associated with a reducible cluster of defects 
should depend on the situation. Over time, lists of reducible clusters 
and their assessments could be catalogued and added to the demerit 
lists. But, for now, there is no list of reducible clusters, so an assessment 
formula is needed. 

For QMP, the assessment formula has the general form 

da = AN + 1, 

where AN stands for "Allowance Number." In turn, AN has the general 
form AN = e + 3..re, rounded down to an integer or to the closest 
integer, where e can be interpreted as an expected number of defects. 
The computation of e and the rounding depend on the audit. For some 
audits, tradition has prevailed, and for other audits, methods of com
puting e were developed for QMP. 

As an example, consider a single relay for which three contacts are 
defective (class B defect). The traditional method of computing e for 
an apparatus audit is 

e = (12) (0.005) = 0.06, 

where 12 is the number of contacts in the relay and 0.005 is a traditional 
generic standard per unit of count for class-B defects. The traditional 
rounding is down, so AN = (0.06) + 3v'0.06 = 0.79, rounded down to 
zero. Hence, one class-B defect is assessed. 

Another example is a reducible cluster of loose terminations found 
on a bay of equipment in a transmission installation performance 
audit. In this case, e is just the quality standard for the bay in defects 
per unit, and the rounding is to the nearest integer. 
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As you have gathered by now, defect assessment is an art not a 
science. The principles and rules described here have empirical valid
ity. In practice, they usually lead to reasonable assessments. 

3.2 Equivalent defects and expectancy 

A complicating factor in the analyses of audit results is that defects, 
defectives, and demerits are different. But, are they really? The answer 
is no; because, for statistical purposes, they can all be transformed into 
equivalent defects that have approximate Poisson distributions. 

Suppose we have a quality measure Q (total defects, defectives, or 
demerits). Let Es and Vs denote the standard mean (called expectancy) 
and variance of Q. SO the T-rate is T = (Es - Q)~. 

Now define 

and 

x = equivalent defects = ~/ 
Vs Es 

e = equivalent expectancy = standard mean of X 

Es E; 
= Vs/Es = Vs· 

If all defects have Poisson distributions and are occurring at 0 times 
the standard rate, then it can be shown that 

E[XIO] = V(XI 0) = eO; 

hence, X has an approximate Poisson ·distribution with mean eO. 
As an example, consider the demerits case. The total number of 

demerits has the general form 

D= L WiXi, 

where the w/s are known weights and the X/s have Poisson distribu
tions. Assume that the mean of Xi is eiO, where ei is the standard mean 
of Xi and 0 is the population quality expressed on an index scale. So 0 
= 2 means that all types of defects are occurring at twice the rate 
expected. 

The mean and variance of D are 

E(D) = L wiE(Xi) 

= L wi(eiO) 

= OEs 
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and 

V(D) = L wrV(Xd 

= L wr(elJ) 

= OVs, 

where Es and Vs are the standard mean and variance~ respectively, of 
D. 

The mean and variance of equivalent defects, X, are 

and 

E(X) = E(D) 
Vs/Es 

OEs 
=--

Vs/Es 

= Oe 

V(D) 
V(X) = [Vs/Es]2 

OVsE; - ---vr-
= Oe. 

The mean and variance of X are equal; so, X has an approximate 
Poisson distribution with mean eO. Of course, it is not exact; because, 
X is not always integer valued. But, this Poisson approximation for 
equivalent defects is better than the normal approximation implied by 
the T-rate system. It is the Poisson approximation in QMP that obviates 
the need for the modification treatments discussed in Section 2.8. 

A similar analysis works approximately for the defectives case. So, 
any aggregate of demerits, defectives, or defects can be transformed 
into equivalent defects. Just use the standard expectancy and variance 
as illustrated above for demerits. 

3.3 Statistical foundations of OMP 

The algorithm used for computing the QMP box chart shown in Fig. 
la was derived from a Bayesian analysis of a particular statistical 
model. In this Section we describe the model and put it in perspective. 
This will provide an appreciation for how the box charts can be 
interpreted and why they are a useful management tool. 

3.3.1 OMP model 

For rating period t, let Xt = equivalent defects in the audit sample, 
et = equivalent expectancy of the audit sample, Ot = population index, 
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as defined in Section 3.2. Based on the discussion in Section 3.2, we 
assume that the conditional disribution of Xt given Ot is Poisson with 
mean etOt; i.e., 

Xt lOt -- Poisson(etOt). 

In Fig. 3 we see that the season average varies from year to year. 
Some of that variation is due to the fact that the season is itself a 
sample from a conceptual infinite population of at bats. The rest of 
the variation is due to changes in ability, competition, etc., that are 
caused by numerous factors that mayor may not be identifiable. The 
important concept is that the time series of season averages is a 
stochastic process. For QMP we assume that the time series of Ot's is an 
unknown stochastic process. 

For reasons that are partly statistical and partly administrative, we 
have decided to restrict our use of past data to five periods. The main 
administrative reason is that the T-rate system used the past five 
periods. So all of the T-rate administrative rules that dealt with 
missing data and reinitialization of rating classes can be used in QMP. 

Statistically, QMP works as well for six periods as it does for eight 
periods (one year). 

A consequence of using only six periods of data is that no useful 
inference can be made about possible complex structure in the sto
chastic process of O/s. So we assume simply that the Ot's are a random 
sample from an unknown distribution called the process distribution. 
Furthermore, six observations are not enough to make fine inferences 
about the family of this unknown distribution. So for mathematical 
simplicity we assume it to be a gamma distribution with unknown 
mean = 0 and variance = y2 (Appendix A); i.e., 

8,: Gamma(~:. ~'). 
t = 1, ... , T(current period). 

The parameters 02/y2 and y2/0 are the shape and scale parameters of 
the gamma distribution. We use the names 

o = process average, 

y2 = process variance. 

This choice of a unimodal distribution reflects our experience that 
usually many independent factors affect quality; so there is a central 
limit theorem effect. 

Weare assuming that the process average is unknown but fixed. In 
reality, it may be changing. We handle this by using a moving window 
of six periods of data. But this treats the past data symmetrically. An 
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alternative would be some kind of exponential smoothing or Kalman 
filtering. My colleague M. S. Phadke is developing a generalization to 
QMP based on a random walk model for the process average. 

The model so far is an empirical Bayes model. Io The parameter of 
interest is the current population index, OT, which has a distribution 
called the process distribution. Bayesians would call it the prior 
distribution if it were known. But we must use all the data to make an 
inference about the unknown process distribution. So, the model is 
called empirical Bayes. 

Efron and Morris1o take a classical approach to the empirical Bayes 
model. They use classical methods of inference for the unknown 
process distribution. QMP is based on a Bayesian approach to the 
empirical Bayes model. Each product has its own process mean and 
variance. These vary from product to product. By analyzing many 
products, we can model this variation by a prior distribution for 
(0, ./). 

Summarizing, our model is 

t= 1, ... , T, 

"d (0 2 2) Ot :, Gamma )'2' ~ ,(0, )'2) '""' prior distribution p(O, 1'2). 

For now, p(O, )'2) remains general. 
This is a full Bayesian model. It specifies the joint distribution of all 

variables. The quality rating in QMP is based on the posterior distri
bution of OT given x = (Xl, ••• , XT). 

3.3.2 The model in perspective 

Quality rating in QMP is based on posterior probabilities given the 
audit data. Of course these probabilities depend on the model. But 
how do we know the model is right? 

It is important to understand that we are not doing data analysis 
with QMP. In data analysis, each set of data is treated uniquely. 
Probabilities cannot be computed. Objective decisions cannot be made. 

A requirement of quality rating is a specific rule that defines quality 
exceptions and a figure of merit (e.g., a probability) associated with an 
exception. A statistical model provides both. QMP could have been 
based on a more elaborate model. Our model represents a compromise 
between simplicity and believability. 

So our exception decisions are at least consistent with one simple 
model of reality. The probabilities are conditional on that model. 
Otherwise, they can only be interpreted as figures of merit. 

We have imbedded the simple hypothesis of a Poisson distribution 
with a standard mean into a class of alternatives. The alternatives are 
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Poisson distributions with nonstandard means. Much more compli
cated alternatives can be included: e.g., the class of negative binomial 
distributions, and our probabilities would change a little. But QMP has 
achieved a kind of empirical validity. The exceptions being identified 
are accepted by the managers being rated. And for the products 
declared normal, there is a model (i.e., our model) that affords the 
standard hypothesis some credence. 

3.3.3 Posterior distribution of current quality 

We show in Section IV that it is computationally impractical to 
derive the exact posterior distribution of 8T. The best we can do. is 
approximate the posterior mean and variance of 8T • 

The posterior mean and variance of 8T are derived in Section IV. 
The posterior mean is 

where 

OT = E(8T I x) 

== wTO + (1- wT)IT, 

0== E(81 x), 

WT == E(WTI x), 

8/eT 
WT = ()/eT + y2· 

The posterior mean, OT, is a weighted average between the estimated 
process average, 0, and the defect index, IT, of the current sample. It 
is the dynamics of the weight, WT, that makes the Bayes estimate work 
so well. For any t, the sampling variance of It is 

V(lt! O,) = V(:: 10,) 
1 

= 2 V(XtI8t) 
et 

The expected value of this is 

E[8t/et] = 8/et. 

So the weight, WT, is 
[expected sampling variance] 

[expected sampling variance] + [process variance] . 
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If the process is relatively stable, then the process variance is 
relatively small and the weight is mostly on the process average; but 
if the process is relatively unstable, then the process variance is 
relatively large and the weight is mostly on the current sample index. 
The reverse is true of the sampling variance. If it is relatively large 
(e.g., small expectancy), then the current data is weak and the weight 
is mostly on the process average; but if the sampling variance is 
relatively small (e.g., large expectancy), then the weight is mostly on 
the current sample index. In other words, WT, is a monotonic function 
of the ratio of expected sampling variance to process variance. 

The posterior variance of OT is 

If the process average and variance were known, then the posterior 
variance of OT would be (1 - wT)OT/eT (Appendix B). So the first term 
is just an estimate of this. But since the process average and variance 
are not known, the posterior variance has two additional terms. One 
contains the posterior variance of the process average and the other 
contains the posterior variance of the weight. 

The first term dominates. A large WT (relatively stable process), a 
small OT (good current quality), and a large eT (large audit) all tend to 
make the posterior variance of OT small (the box chart short). 

If Wr is small, then the second term is negligible. This is because the 
past data is not used much, so the uncertainty about the process 
average is irrelevant. 

If the current sample index is far from the process average, then the 
third term can be important. This is because outlying observations add 
to our uncertainty as to what is happening. 

If the process average and variance were known, then the posterior 
distribution would be gamma (Appendix B). So we approximate the 
posterior distribution with a gamma fitted by the method of moments. 
The parameters of the fitted gamma are 

a = shape parameter 

= O?r/VT, 

'T = scale parameter 

= VT/OT, 

and the posterior cumulative distribution function is 

Pr{OT ~ Y I x} = Ga(y/'T) 

(Appendix A). 
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Fig. 4-QMP box and whisker chart. This is a graphical representation of the posterior 
distribution for current production given the six most recent periods of audit data. The 
whiskers display the 99th and 1st percentiles and the box displays the 95th and 5th 
percentiles. The Best Measure is the posterior mean or Bayes estimate. It is a weighted 
average of the process average ("dot") and the current sample ("X"). The weight is the 
ratio of sampling variance to total variance. If all the variance is due to sampling, then 
the production is stable and the process average is the Best Measure of current quality. 
If the sampling variance is zero, then the current sample is the Best Measure. 

3.4 aMP reports 

3.4. 1 aMP box chart 

The QMP box and whisker chart is shown in Fig. 4. 199%, "', 101% 
are defined by 

1 - Ga (I99%/T) = 0.99, 

So, e.g., a posteriori, there is a 99 percent chance that OT is larger than 
199%. 

3.4.2 aMP Below Normal and ALERT definitions 

In QMP, a rating class is Below Normal (BN) if 

199% > 1; 

i.e., the posterior probability that the product is substandard exceeds 
0.99. Substandard means OT > 1. A rating class is on ALERT if 

199% :s 1 < 195%; 

i.e., the posterior probability that the product is substandard exceeds 
0.95 but not 0.99. 

These definitions are illustrated graphically in Fig. 5, which is 
oriented like the location summary in Fig. 6. 
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Fig.5-QMP exceptions. Below Normal means that the probability of substandard 
quality exceeds 0.99. For ALERT, the probability exceeds 0.95 but not 0.99. Normal is not 
a quality exception. 

3.4.3 QMP report formats 

There are two report formats for QMP results. One is a time series of 
box charts illustrated in Fig. la. The estimated process averages are 
joined. The other is a location summary for the current rating period. 
This is illustrated in Fig. 6. It orders the rating classes by Best Measure 
for the current period. Another ordering that will be used is by rating 
class name. 

Western Electric, Bell Laboratories, and American Telephone and 
Telegraph management will receive all QMP results. Operating com
pany management will receive QMP results on those rating classes that 
are of direct interest to them. Examples of results provided to the 
operating companies are the quality of repaired telephone sets and 
installed switching systems. 

3.5 Advantages of QMP 

Many of the advantages of QMP relate to the disadvantages of the T
rate system (Section 2.8). QMP provides a direct measure of quality. If 
a rating class is Below Normal, one can tell how bad the quality is. 
QMP uses past and current data to make an inference about current 
quality not past quality. If a rating class is on ALERT, then it is over 95 
percent probable that there is a quality problem now. QMP does not 
use runs criteria, but uses the actual equivalent defects observed. This 
provides more statisxtical efficiency and therefore shorter interval 
estimates. QMP is robust against statistical "jitter." It does not over
react to a few defects. Consequently, there is no need for special 
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modification treatments. This way we retain statistical objectivity 
conditional on our model. 

Another advantage compared to the T-rate is that QMP provides a 
lower producer's risk and consequently a more accurate list of excep
tions. This is supported by data presented in Section VI. 

Finally, QMP will allow us to unify our reporting to Bell System 
management. In the past, the T-rate statistic did not meet the needs 
of the operating companies; so, we developed a collection of special 
reports for the operating companies. Since the QMP report format does 
meet operating company needs, the relevant subset of all the results is 
a useful report. 

IV. MATHEMATICAL DERIVATION OF QMP 

4. 1 Exact solution 

Weare interested in the posterior distribution of OT given x, for the 
model described in Section 3.3.1. Now Pr{OT :s y I x} = J'O J'O Pr{OT 
:s y 10, y2, XT }p(O, y21 x) dO dy2, where p(O, y21 x) is the posterior 
distribution of 0, y2 given x. 

From Appendix B, we know that the distribution of OT given 0, y2, 
and XT is gamma; so, Pr{OT:S y 10, y2, XT} can be expressed in terms of 
an incomplete gamma function. 

By Bayes theorem, 

«
() 21 ) = p«(), y2)L(0, y2) 

p ,y x foo foo 
o 0 p«(), y2)L(0, y2) dO dy2 

where p«(), y2) is the prior density of (), y2 and L«(), y2) is the likelihood 
function. Since Xt given ()t is Poisson and ()t given 0, y2 is gamma, it 
follows that Xt given (), y2 is negative binomial; hence, 

T 

L«(), y2) = II L t«(), y2), 
t=l 

where 

2 () / et 
Wt«(),y ) = ()/et + .l· 

So the posterior distribution of ()T is a complex triple integral that 
has to be inverted to compute the QMP box chart. The posterior mean 
and variance of OT can be expressed in terms of several double integrals. 
There are more than 1,000 rating classes that have to be analyzed each 
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period, so computational efficiency is important. This is why we have 
developed an efficient heuristic solution to the problem. 

4.2 Empirical priors for process parameters 

It is clear from Section 4.1 that prior distributions for 0 and y2 are 
needed. In the fourth rating period of 1979, we applied an earlier 
version of the QMP algorithm to over 1,000 rating classes. This provided 
over 1,000 estimates of 0 and y2 and empirical distributions of these 
estimates. The empirical mean and variance of the 0 estimates were 
0.75 and 0.17, respectively. The empirical mean, variance, and mode of 
the y2 estimates were 0.28, 0.19, and 0.05, respectively. 

In the remainder of Section IV, we use 1 as a mean value of 0 instead 
of 0.75. This is because 1 is the desired standard value that minimizes 
first cost plus maintenance costs. Under QMP, the shops will be able to 
operate on the average closer to 1, because the producer's risk (see 
Section 6.2) is smaller than for the T-rate. Also, more defects are 
assessed under QMP than for the T-rate (see Sections 2.2 and 3.1). 

4.3 Posterior mean of current quality 

For the model described in Section 3.3.1, 

OT = E(OTI x) 

= E[E((}T 10, y2, x) I x]. 

Conditioning on 0 and y2 means that the process distribution is known. 
So by Theorem B.l in Appendix B, 

OT = E[wTO + (1 - wT)ITI xl (1) 

To calculate this posterior expectation exactly requires a double 
integral. But a posterior expectation, E [. I x], can be viewed as an 
estimate of the operand ".", because it is the Bayes estimate. So all 
we need are estimates of WT and O. 

4.3. 1 Moment estimates of process parameters 

As argued in Section 4.1, given 0 and y2, Xt has a negative binomial 
distribution. We show in Appendix D, eqs. (56) and (58), that 

E(It) = 0, 

E(Yt ) = y2. 

where 

(2) 

So we have many independent estimates of 0 and y2. A general 
method of combining independent estimates of parameters is a 
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weighted average, where the weights are proportional to the reciprocal 
of the variances of the individual independent estimates. Such esti
mates of 0 and "1/ are 

where 

and 

8 = LPeIt, 
t 

y2 = L qtYt, 
t 

LPt = L qt = 1 
t t 

Pt oc l/V(It), 

qt oc l/V(Yt). 

(3) 

(4) 

Notice that Y t depends on O. So in the application, we replace 0 by 
an estimate. 

Now V(lt) and V(Yt) depend on the unknown parameters 0 and y2. 
The important consideration in setting the weights Pt and qt is their 
general behavior as et varies. So for simplicity (to avoid iteration), we 
choose 0 = 1 and ·l = v,. , which are empirically-determined mean 
values of these process parameters (see Section 4.2). 

In Appendix D, we derive formulas for V(It ) and V( Y t ). Plugging 0 
= 1 and y2 = v,. into eqs. (56) and (59) yields 

1 /(1 1) et 
Pt oc it = V(It) = 1 ~ + 4 = 1 + et/4 ' (5) 

1 /[2.5 1.5 ] qt oc gt = --= 1 -2 + - + 0.22 
V(Yt) et et 

(6) 2.5 + 1.5et + (0.22)er 

Note that for small et, fe oc et; but for large et, the fe's and therefore 
the weights, p/s, are all about equal. This is because for any large et, 
It == Ot and we are trying to estimate the average of the O/s. 

4.3.2 Bayes estimate of the process average 

In the case It == 0 for all t, there is a problem with the estimate 0. If 
we plug 0= 0 into (1), then OT = o. But OT is a posterior mean of a 
positive parameter, so it cannot be zero. The correct method of 
handling this problem is to start with a proper prior distribution on 
the process average, O. But then the mathematics and the computa
tions become complicated. 
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So we assert that we have prior information that is equivalent to 
observing some "prior data," Xo and eo. Then a Bayes type estimate 
has the form 

T 

0= L pdt, (7) 
t=O 

which has the same form as the moment estimate, 8, but uses all the 
data including the "prior data." 

To choose values for Xo and eo, consider T = 1. A generic form of a 
Bayes type estimate of 0 is 

wE(O) + (1 - w)I1 , 

where 

w = V(Id + V(O)· 

Setting this generic form equal to (7) yields 

E((}) = xoleo, 

V((}) = Ileo + If.t. 

From Section 4.2, E(O) = 1; and we conservatively choQ.se V(O) to be 
1.25 (we do not want our prior observations of () estimates to preclude 
large future values of ()). This implies Xo = eo = 1. 

4.3.3 Bayes estimate of weight 

Now define an estimate of y2 analogous to (7), 
T T 

iI = L qt(It - 0)2 - L qt(lt/ et), 
t=O t=O 

as suggested by eqs. (2) and (4).* The first term is the total variance 
about the process average and the second term is a weighted average 
of estimated sampling variances. [Recall from Section 3.3.3 that 
V(Iti Ot) = Ot/et, which can be estimated by It/et.] We denote the 
average sampling variance by 

T 

(12 = L qt(lt/et). (8) 
t=O 

The problem with .y I as an estimate of process variance is that it 
can be negative. To solve this problem, we use the results in Appendix 
C. Assume cl is a known constant, and define the unknown weight as 

(12 

w = 2 2· 
(1 + Y 

* Note that we treat the "prior data" as real data. 
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To apply Appendix C, we must find a statistic, SS, and a degree of 
freedom, df, so that, approximately, 

W 2 
2 (Ss) ,...., Xdf. 
(J 

Originally, we just assumed approximate normality of It and took ss 
= (df + 1) 'l}'=o qt(It ~ 8)2 and df = T. But we found unusual sets of 
data for which the number of defects allowed (before declaration of 
Below Normal) was a decreasing function of expectancy in short ranges 
of small expectancy. We dubbed this the "QMP wiggle." 

To solve this problem, we approximate the sampling distribution of 
T 

Z = L q t(It - 8) 2 

t=O 

by a scaled chi-square with degrees of freedom deduced by the method 
of moments. 

Let 
T 

Zl = L qt(It - 0)2, 
t=O 

and try an ss of the form 

uZ, 

where u is an unknown constant. The two moment equations that 
have to be satisfied are 

E[ :2 (uZ) ] = df, 

E2[ (W/(J2)(UZ)] 

V[(w/ (J2)(UZ)] 

And the second equation is 

2E2[Z] = df 
V[Z] . 

(9) 

(10) 

Inspired by well-known normal theory, we use the approximations 

E(Z) - (d/! 1) E(Z,), (11) 

2E2(Z) 2E2(Zl) 
V(Z) = - V(Zl) - 1. (12) 

Now using eqs. (11) and (56), eq. (9) becomes 

E[ :2 (uZ) ] = :2 U(df~ 1) L qt(y2 +Olet) 
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.W (df) 22 = 0- 2 U df + 1 (y + 0- ) 

= U(df~ 1) 
= df; 

hence, 

u=df+1. 

As for eq. (12), the mean and variance of Zl depend on 0 and y2. So 
to avoid iteration, we now select 0 = 1 and y2 = 0, * which were 
empirically determined in Section 4.2. Then by eqs. (12), (56), and (57), 

2[L qt(1/et)]2 _ 1 

L q;(I/er + 2/e7) 

= df. 

So our statistic ss is 

ss = (df + 1) L qt(lt - 8)2, 

where df is given by eq. (13). 
Now apply the Corollary to Theorem C.l in Appendix C to get 

where 

Define 

wi ss - C - Gamma ( a, ~2 , 1 ), 

df 
a=ao+-

2 ' 
ss 

b= bo+-2· 

T 

2bo + (df + 1) L qt(lt - 8)2 
t=O I 

2ao + df 

R = 8 2
/0-

2
• 

N ow apply Theorem C.2 in Appendix C to get 

1 0-
2 

E(w I x) = RF = FS 2 ' 

(13) 

(14) 

(15) 

(16) 

(17) 

* The choice of y2 = 0 here may seem inconsistent with choice of y2 = Yt in the 
definition of it and gt. There it was necessary to take a positive value (the empirical 
mean across products) of y2 to get the correct behavior for large et. Here it was not 
necessary, so for simplicity, we took the approximate empirical mode across products, 
y2 = o. 
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V(wlx) = G. (18) 

To determine the parameters (ao, bo) of the prior distribution of w, 
we first develop an empirical distribution of estimated w's across many 
rating classes, which have a mean and variance of 0.6 and 0.03, 
respectively. To be conservative, we inflate the variance, shrink the 
mean, and select the prior mean and variance of w to be 0.55 and 0.045, 
respectively. The parameters ao and bo are then solutions to (see 
Appendix C) 

1 
RoF = 0.55, 

G = 0.045, 

where F and G are defined in Theorem C.2 in terms of ao and Ro = 
bo/aoa 2

• A numerical analysis yields 

or 

ao = 4.5, 

Ro = bol aoa2 = 1.6, 

ao = 4.5, 

bo = (7.2)a 2
• 

Now we define an estimate, .?, of the process variance by 

a2 

E(wlx) = 2 '"2· 
a + y 

So by eq. (14) 

.? = FS 2 
- a2 

= (FR - l)a2
• 

(19) 

(20) 

(21) 

This is our improvement of the moments estimate. The inflation factor 
F prevents ? from being negative or zero. It can be shown that if R is 
large, F is approximately one; but if R is small, FR - 1 is positive and 
Fis large. 

Weare now in a position to estimate WT by 

where 

'" a} 
WT = 2 + '"2' aT y 

a~ = OleT, 

and our approximation to (1) is 

OT = wT8 + (1- wT)IT. 
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4.4 Posterior variance of current quality 

For the model described in Section 3.3.1, 

VT = V(OTI x) = E[V(OTIO, /, x) I x] + V[E(OTIO, y2, x) I x]. 

Conditioning on 0 and y2 amounts to the process distribution being 
known. So by Theorem B.l, in Appendix B, 

VT = E[(l- wT)E(OTIO, y2, x)/eTI x] + V[WT(O - IT) I x]. 

Conditioning on y2 in the second term yields 

VT = E[(1 - wT)E(OTIO, y2, x)/eTI x] 

+ E[V[WT(O - IT) I y2, x] I x] 

+ V[E[WT(O - IT) I y2, x]x], 

so the posterior variance has three components. 

4.4. 1 First component 

(25) 

The first component is approximated by regarding the posterior 
expectation operator as an estimation operator, and it is 

(26) 

4.4.2 Second component 

To approximate the second component, we first approximate V[WT(O 
- IT) I y2, xl Since WT depends primarily on y2 and eT, we shall 
consider WT a constant. So 

V[WT(O - IT) I y2, x] == w~ V(OI y2, x). 

We use the approximation 

Now by eq. (57), 

V(OI y2, x) == V(81 y2, 0 = 0). 

V(81 y2, 0) = V(~ptld y2, 0) 

= ~ P7 V(Id y2, 0) 

= ~pHy2 + O/et]. 

Plugging eqs. (28) and (29) into eq. (27) yields 
T 

V[WT(O - IT) I y2, x] == w~ ~ pH y2 + 8/et]. 
t=O 

(27) 

(28) 

(29) 

Again, treating the posterior expectation operator as an estimation 
operator, we get for the second component of eq. (25) 

T 
A2 ~ 2[ A2 OA/] WT l.J P t y + et. (30) 

t=O 
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4.4.3 Third component 

For the third component in eq. (25), we first approximate E[WT(O 
2 A 

- IT) I y , x] by WT(O - IT), where 

_ 81eT 
WT = 81 eT + y2 . 

So the third component in eq. (25) is 

If we define 

then 

So 

where 

(8 - I T)2V(wTI x). 

81eT 
rT=-2-' 

(J 

(J2 

W = 2 2' 
(J + Y 

WT = rTW = h(w). 
(rT - l)w + 1 

, .. rT 
h (w) = [(rT _ 1)£3 + 1]2· 

(31) 

(32) 

(33) 

(34) 

Equations (31), (33), and (15) imply that the third component of eq. 
(25) is 

2 A 2 
rT(f) - IT) G 

[(rT - 1)£3 + 1]4 . 
(35) 

Putting eqs. (26), (30), and (35) together implies that the approxi
mate posterior variance of OT is 

T 2 A 2 
"2 2"2 A rT(O - IT) 

+ WT ~ Pt[ y + 0let] + [( ) A r G. (36) 
t=O rT - 1 w + 1 

4.5 QMP algorithm 

Here we summarize the QMP formulas. On the right side of the 
formulas are the section numbers or equation numbers where the 
formulas were derived. 
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The audit data for t = 1, ... , T is the following: 

Qt = Attribute quality measure in the sample, period t (total 
defects, defectives, or demerits), 

Est = expected value of Qt given standard quality, 
VSt = Sampling variance of Qt given standard quality. 

For each period compute the following: 

Equivalent defects: 

Qt 
Xt=---

Vst/Est ' 

Equivalent expectancy: 

et = E~e/Vst. 

For the "prior data" (t = 0), let Xo = eo = l. 
For t = 0, ... , T, compute the following: 

Sample index: 

It = xe/et, 

(Section 3.2) 

(Section 4.3.2) 

Weighting factors for computing process average and variance: 

Corresponding weights: 

1 + ee/4' 

gt = () 2' 2.5 + l.5et + 0.22 e t 

Pt = it/Lie, 
qt =ge/Lgt. 

Over all periods t = 0, ... , T compute the following: 

Process average: 

Degrees of freedom: 

Total observed variance: 

(14.4)(12 + (df + 1) L qt(It - (})2 
8 2 = ------------

9 + df ' 

(5) 

(6) 

(5) 

(6) 

(7) 

(13) 

(15), (19), (20) 
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Estimated average sampling variance: 

0- 2 = ~ qt(It/et), (8) 

Variance ratio: 

(16) 

F and G: 

df 
a = 4.5 + "2' (14), (19) 

B = ~ T(i), T(O) = 1, 
i=O 

T(i) = T(i - 1)[ aR .J ' 
a+z. 

B 
F=-

B-1' 

1 [(a + 1) 1 J G=- -- - (F-l)--
RF aR RF' 

Current sampling variance: 

Sampling variance ratio: 

Process variance: 

Weights: 

y2 = FS 2 
- 0- 2 = (FR - 1)0-2

, 

WT = o-}/(o-} + y2), 

W = 0- 2/(0-2 + y2) = I/FR, 

Best measure of current quality: 

(17), (50) 

(18), (54) 

(23) 

(32) 

(21) 

(22) 

(34) 

OT = wTO + (1 - wT)IT, (24) 

Posterior variance of current quality: 

VT = (1- wT)(Ur/eT) + w} ~p;[ y2 + ~J 
+ r}(O - IT)2 G (36) 

[(rT - l)w + It ' 
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Box chart percentiles: 

a = 8}/VT , 

T = Vt/8T , 

199%, 195%, 105%, 101% defined by: 

1 - Ga (l99%/T) = 0.99, 

V. aMP DYNAMICS 

(Section 3.3.3) 

(Section 3.4.1) 

The Best Measure and the box chart percentiles are nonlinear 
functions of all the data, so the dynamic behavior of these results can 
appear to be complex. But this complex behavior is desirable and can 
be explained. This section characterizes the fundamental dynamics of 
QMP by example. 

5.1 Dynamics of sudden change 

Since QMP is partially based on a long run average, it is natural to be 
concerned about responsiveness of the box chart to sudden change. If 
there is a sudden degradation of quality, Quality Assurance would like 
to detect it. If the producer solves a chronic quality problem, they 
would like their exceptions to disappear. Figures 7 and 8 illustrate the 
QMP dynamics of sudden change. 

The history data in Fig. 7 is a typical history for a product that is 
meeting the quality standard. The equivalent expectancy of five is 
average for a manufacturing audit. The history is plotted on aT-rate 
chart along with six possible values for the current T-rate (labeled A 
through F). So the current period is anywhere from standard (T-rate 
= 0) to well below standard (Index = 3.24, T-rate = -5). 

The right side of Fig. 7 shows the six possible current results plotted 
in QMP box-chart form. The box chart labeled A is the result of 
combining current result A with the past five periods. The box chart 
labeled F is the result of combining current result F with the same 
past history. 

As you can see, the QMP result becomes ALERT at about T-rate = 
-3 (letter D) and becomes BN at about T-rate = -4 (letter E). For the 
T-rate method of rating, you would have a BN at T-rate = -3. The 
good past history has the effect of tempering the result of aT-rate = 

-3. 
It is informative to study the relative behavior of the current sample 
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INDEX SCALE 
o 2 3 4 

2 ------------

o A 

B 

-2 C 

D 

E 

T -RATE CHART QMP BOX CHARTS 

Fig. 7-Dynamics of sudden degradation. The six QMP box charts (labeled A through 
F) result from the analysis of six time series of data, which all have the same past 
history, but have different current values, as shown in the T-rate chart. A QMP ALERT is 
triggered at a T-rate of -3 (letter D) and a QMP Below Normal is triggered at aT-rate 
of -4 (letter E). So a good past history tempers an observed change. Notice that from 
A to F, the Best Measure swings towards the sample value. This results from increasing. 
evidence of an unstable process (expected number of defects equals 5 for this chart). 

index, process average, and Best Measure as the current value goes 
from A to F. The current index changes a lot (from 1.00 to 3.24) and 
the process average changes a little (from 1.00 to 1.38), both in a linear 
way. The Best Measure also changes substantially, but in a nonlinear 
way. It changes slowly at fIrst and then speeds up. This is because the 
weight is changing from 0.71 to 0.32. The weight changes, because as 
the data becomes more and more inconsistent with the past the process 
becomes more and more unstable, while the current sampling variance 
changes slowly in proportion to the process average. 

Figure 8 is the dual of Fig. 7. It illustrates the dynamics of sudden 
improvement. For the fIrst fIve periods plotted, the process average is 
centered on an index of two. Then an improvement takes place and 
from the sixth period on, the sample index is at the standard value of 
one. 

For the fIrst fIve periods plotted, the rate is BN four times and ALERT 

once. In the sixth period there is a sudden improvement and the 
sample index goes to standard. Immediately, there is a jump in the 
Best Measure and the rate is no longer BN. Because of the increase in 
process variance, the weight changes from 0.69 to 0.61, putting more 
weight on the current good result. The posterior variance stays about 
the same [8T gets smaller but (1 - WT) gets larger]. 

For the next fIve periods the sample index stays at standard. During 
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these periods both the process average and the Best Measure gradually 
move up towards the standard. 

5.2 Bogie charts 

A Bogie chart is a graphical device for tracking quality assurance 
audit data during a rating period. Figures 9 and 10 are examples of 
Bogie charts. The vertical axis is an index scale and the horizontal axis 
is an equivalent expectancy scale. During the rating period, as the 
audit sample size builds up, the sample equivalent expectancy in
creases. So the horizontal axis can also be viewed as a time axis. 

The Bogie curves labeled ALERT and BN are plots of the indices in 
the current sample for which 195% and 199% (the 95th and 99th 
percentiles) are exactly one, respectively. So the Bogie curves depend 
on the past history. The past histories associated with Figs. 9 and 10 
have average indices of 0.92 and 4.89, respectively. The variance of the 
past histories were 0.69 and 5.36, respectively. 

To use the Bogie chart, you plot continuously through the period 
the sample index as a function of the equivalent expectancy in the 
sample (see Fig. 9). Anytime this plot falls below the ALERT or BN 

curve, the rate is ALERT or BN at the plotted equivalent expectancy. 
Then to bail the rate out, the plotted sample index must get above the 
Bogie curves before the end of the period. For example, in Fig. 9, if the 
period had ended at an equivalent expectancy of three, then the rate 
would be ALERT. If it had ended at an equivalent expectancy of five, 

w 
...J 
« 
(J 

~ 2 
w 
o 
z 

3 

4 ~ ______________________________________________ ~ 

Fig.8-Dynamics of sudden improvement. As soon as the sample value becomes 
standard, the product is no longer in the quality exception report (expected number of 
defects equals 5 for this chart). 
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o •• ... _L _______________________ _ . 
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9 

. . . 

..... _- BELOW NORMAL 

..... --ALERT 

. ...... . 

10 wu __ ~ __ ~ __ ~ __ ~ __ _L __ ~ __ ~ ____ ~ __ ~ __ ~ __ ~ __ ~ 

o 2 3 4 5 6 7 8 9 10 11 12 
EQUIVALENT EXPECTANCY 

Fig. 9-Index Bogie chart for a good past history. Equivalent expectancy is a measure 
of how many defects are expected in the sample; so, equivalent expectancy increases 
with sample size. During a rating period, as the sample size increases, one can track the 
observed sample index (dotted curve) and compare it to Below Normal and ALERT 
thresholds. 

then the rate would be BN. But the period ended at an equivalent 
expectancy of eight and there is no exception. 

The ALERT Bogie curve in Fig. 10 is interesting. It starts at zero, so 
you start the period on ALERT. The past history is so bad, that in the 

:-~-----------------------
x 

2 _ 'ALERT 

~ ---- BELOW NORMAL 
z 
- 3 -

4 -

I I I I I I I I I I I 

o 3 4 5 6 8 9 10 11 12 
EQUIVALENT EXPECTANCY 

Fig. IO-Index Bogie chart for a substandard past history. The Below Normal and 
ALERT thresholds are very tight. At the beginning of the period, the product is on ALERT 
until proven otherwise. 
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absence of any current data the probability that the current quality 
will be substandard exceeds 0.95. 

5.3 Bogie contour plots 

For a fixed past history and current equivalent expectancy, there is 
a BN Bogie for the current sample index. If the sample index is worse 
than the BN Bogie, then the product is BN. Figure 11 is a contour plot 

6.0 ,...------------..------.....-----...------. 

w 
U 
Z 
~ 

5.0 

4.0 

~ 3.0 
> 
I
en 
oCt 
0. 

2.0 

1.0 

o 0.5 

I 
I 
I , 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

2.4 

1.0 

2.3 

1.5 

PAST MEAN 
2.0 2.5 3.0 

Fig.ll-Below Normal Bogie contour plot. If the past mean is 0.8 and the past 
variance is 0.7 (on an index scale), then the product is on the contour labeled 2.6. This 
means that if the current sample index exceeds 2.6, the product will be Below Normal 
(equivalent expectancy equals 5 for this chart). 
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of the BN Bogie for an equivalent expectancy of five. The axes are the 
mean and variance of the five past values of the sample index; i.e., 

5 

4 = (1/5) LIt, 
t=1 

5 

S~ = (1/5) L (It - Ip)2, 
t-l 

where It is the sample index in past period t. For given values of Ip and 
S~, we used a standard pattern of I/s to compute the Bogie. The 
results are insensitive to pattern. The dashed curve is an upper bound 
for S~. 

To see how the contour plot works, consider an example. Suppose 
4 = 0.8 and S~ = 0.7. The point (0.8,0.7) falls on the contour labeled 
2.6. This means that if the current sample index exceeds 2.6, then the 
product will be BN. The contour labeled 2.6 is the set of all pairs (Ip , 

S~) that yield a BN Bogie of 2.6. The T-rate associated with a BN Bogie 
of 2.6 is -3.6, as shown in Table II. 

This contour plot summarizes the BN behavior of QMP for an equiv-

Table II-Index to T-rate conversion 
table 

T-Rate (T)* 

Equivalent Expectancy (e) 

Index (1) 1 

1.0 0 
1.1 -0.1 
1.2 -0.2 
1.3 -0.3 
1.4 -0.4 
1.5 -0.5 
1.6 -0.6 
1.7 -0.7 
1.8 -0.8 
1.9 -0.9 
2.0 -1.0 
2.1 -1.1 
2.2 -1.2 
2.3 -1.3 
2.4 -1.4 
2.5 -1.5 
2.6 -1.6 
2.7 -1.7 
2.8 -1.8 
2.9 -1.9 
3.0 -2.0 
3.1 -2.1 
3.2 -2.2 
3.3 -2.3 
3.4 -2.4 
3.5 -2.5 

* T = .[;(1 - J). 

5 

o 
-0.2 
-0.4 
-0.7 
-0.9 
-1.1 
-1.3 
-1.6 
-1.8 
-2.0 
-2.2 
-2.5 
-2.7 
-2.9 
-3.1 
-3.4 
-3.6 
-3.8 
-4.0 
-4.2 
-4.5 

10 

o 
-0.3 
-0.6 
-0.9 
-1.3 
-1.6 
-1.9 
-2.2 
-2.5 
-2.8 
-3.2 
-3.5 
-3.8 
-4.1 
-4.4 

254 THE BELL SYSTEM TECHNICAL JOURNAL, FEBRUARY 1981 



alent expectancy of five. As lp gets larger than one, the BN Bogie gets 
smaller. If !p exceeds 1.6, then the BN Bogie is smaller than 2.34, which 
corresponds to a T-rate of -3. So in T-rate terms, BN triggers earlier 
than a T-rate of -3. 

For lp less than 1.4, as S~ gets larger, the BN Bogie gets smaller. 
This is because large S~ implies large process variance which makes 
an observed deviation more likely to be significant. 

For very small S~, as you move from!p = 0 to!p = 1, the BN Bogie 
increases from 2.6 (T-rate = - 3.6) to 2.9 (T-rate = -4.2). This is an 
apparent paradox. The better the process average, the less cushion the 
producer gets. 

This is not a paradox, but an important characteristic of QMP. 

Remember with QMP we are making an inference about current quality, 
not long-run quality. If we have a stable past with !p = 0.2, and we 
suddenly get a sample index of 2.7, then this is very strong evidence 
that the process has changed and very probably become worse than 
standard. If we have a stable past with !p = 1, and we suddenly get a 
sample defect index of 2.7, then the evidence of change is not as strong 
as with !p = 0;2. The weight we put on the past data depends on how 
consistent the past is with the present. 

Notice that the maximum BN Bogie is 2.92 and occurs at !p = 0.85 
and S~ = o. It would be a mistake for the producer to conclude from 
the contour plot that he should control his process at !p = 0.85 and S~ 
= o. He cannot achieve S~ = o. The· sample index has substantial 
sampling variance that the producer cannot control. 

The Bogie contour plots provide the engineer with a manual tool to 
forecast the number of demerits that will be allowed by the end of a 
period. So we have published a book of BN and ALERT Bogie contour 
plots for equivalent expectancies from 0.5 to 25. 

5.4 Nonlinearity of QMP 

It is tempting to conjecture that if both the process average and the 
current sample index for one rate are worse than for another, then the 
Best Measure will also be worse. This is because the Best Measure is 
a weighted average between the process average and the current 
sample index. But, since the weight depends on the data nonlinearly, 
the conjecture is not true. 

To illustrate this, consider Fig. 12. The six sample indices in Chart 
B are uniformly worse than the six sample indices in Chart A. But the 
Best Measure in Chart B is better than for Chart A. The reason is that 
the weight in B is 0.54 vs 0.12 for Chart A. 

VI. OPERATING CHARACTERISTICS 

The T-rate and QMP methods of rating are similar in some respects, 
but there are major differences. In this section, these differences are 
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5'--___________ ----' 

EQUIVALENT EXPECTANCY = 5 

Fig. 12-Nonlinearity of QMP. The sample indices in Chart B are uniformly worse 
than the sample indices in Chart A; but, the QMP result in Chart B is better than for 
Chart A. In Chart A, the data provides very strong statistical evidence of an unstable 
process, so the past data is used very little in estimating current quality. This is not as 
pronounced in Chart B. 

explored using operating characteristics. The differences are a result 
of different rating formulas and assessment practices. 

6. 1 Ranges of probability substandard for T-rate exceptions 

A QMP analysis of a rating class provides a probability, PS, that the 
rating class is substandard. For a typical rating period analyzed in 
detail, we computed PS for all T-rate Below Normals and ALERTS. 

Table III shows the results. 
So we find that for T-rate BNS, the QMP PS istypically high (greater 

than 0.97); but, there can be an occasional low PS (e.g., 0.75). However, 
for T-rate ALERT'S, the QMP PS is frequently low (e.g., 0.85). This is 
because the T-rate ALERT is an indicator of long-run quality, not 
current quality. 

Table III-Ranges of probability substandard for 
T-rate exceptions 

Exception 

Below Normal 
ALERT 

Range of 
Probability 

0.97 --+ 1.00 
0.83--+ 0.99 

Outlier 
Probability 

0.75 
0.59 
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6.2 Producer's risk and exceptions 

Any list of rating classes that is put in an exception report has a 
producer's risk. It is the fraction of rating classes on the list whose 
population quality meets the standard. For a given period, let Oi = 
population index, rating class i, i = 1, "', 1. Label the rating classes 
so that product 1 through product L are on the exception list. 

Having done QMP for each rating class, we have a posterior distri
bution for each Oi. Now let 

Ui=g, if Oi :s 1, 
otherwise. 

The number of rating classes on the list whose population quality 
meets the standard is 

with posterior expected value 
L 

L Pr{Oi:S I}. 
i=1 

Hence, L 

L Pr{Oi:S I} 
[producer's risk] * = _i=_I ______ --

L 

In QMP, there is an exception list for each threshold probability (TP). 

TP = 0.95 corresponds to the list of all QMP BNS and ALERTS. Figure 13 
shows the QMP producer's risk and number of exceptions as a function 
of TP for the manufacturing audits in a particular period. The smaller 
TP, the bigger the exception list and the bigger the producer's risk. 
Also, note that the producer's risk must be less than 1-TP. 

The set of all T-rate BNS and ALERTS is another exception list, whose 
producer's risk is 0.037. This is relatively large because some individual 
ALERTS have relatively large probabilities (e.g., 0.15) of being standard. 
The number of T-rate exceptions (BN + ALERT) is shown to be 34. 

Of course to implement QMP, a particular TP had to be chosen. The 
TP that would match the T-rate producer's risk is about 0.885. But 
that would lead to an unreasonable (70 percent) increase in exceptions, 
and a producer's risk of 0.037 is considered too high for this type of 
exception reporting, because of the high cost of false alarms. So we 
took TP = 0.95, a reasonable balance between producer's risk and size 
of the exception report. 

* This is not the classical definition of producer's risk. 
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Fig. l3-0perating characteristics of QMP versus the T-rate. As the QMP threshold 
probability for exceptions (currently set at 0.95) is lowered, the number of exceptions 
and the producer's risk (for a particular rating period) both increase. The number of 
exceptions and producer's risk for the T-rate were 34 and 0.037. For threshold probabil
ities between 0.96 and 0.89, QMP has more exceptions and lower producer's risk than the 
T-rate. 

It should be recognized that these curves depend on the particular 
set of audits being analyzed. For example, the curves depend on the 
audit sample sizes. It would be possible to lower sample sizes, decrease 
the threshold probability, and still maintain a comparably sized excep
tion report with a reasonable producer's risk. 

Note that consumer's risk is not analyzed in this paper. Consumer's 
risk is more relevant to acceptance sampling than to an audit. The 
main purpose of the audit is to provide quality results to management 
including a compact exception report of high integrity. The Western 
Electric quality control organizations have primary responsibility for 
the quality of each individual lot of product. 

VII. EXAMPLES OF aMP 

Here we explore specific examples that illustrate the similarities and 
differences between QMP and the T-rate. In the examples, both QMP 

and T-rate results are based on the same defect data. For the actual 
implementation of QMP, the defect assessment rules will be different 
than they are for the T-rate as explained in Section 3.1. The intent of 
this section is to compare how the two rating methods work on the 
same data. 
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The examples are shown in Figs. 1, 2, and 14 through 17. These 
figures show a comparison between the time series of T-rates and QMP 

box charts. Table IV contains summaries of the QMP calculations for 
the particular periods that will be discussed in the following text. 

The QMP calculations shown do not use 1976 data. The box chart for 
the first period of data available is not shown except in Fig. 15. Period 
7706 is the first period for which five periods of past data are used in 
the QMP box charts. So the comparisons made in this section will 
involve periods 7706 through 7808. 

7. 1 Agreement with T-rate 

Figure 14 illustrates aT-rate borderline* in 7806 preceded by a good 
history. Since the equivalent expectancy (2.78) is fairly small and the 
process is fairly stable, the Best Measure (1.81) is heavily weighted 
(0.65) towards the process average (1.32). The posterior variance (0.36) 
is fairly large, so 195% is better than standard. However, in the next 
period, the T-rate plummets to -4.8 and the process average drops to 
1. 77. Now the rate is clearly BN. 

7.2 Disagreement with T-rate 

In Fig. 15, 7802, the T-rate is -3.8 (BN) but there is no exception for 
QMP. One reason is that QMP is based on the assumption that equivalent 
defects have a Poisson distribution. A T-rate of -3.8 is very significant 
for a normal distribution, but not as significant for a Poisson distri
bution with an equivalent expectancy of 0.29. For a normal distribution, 
the probability, given standard quality, of being below -3.8 is 0.000072. 
Now the observed number of equivalent defects in 7802 is 2.36. The 
approximate Poisson probability of exceeding 2.36 equivalent defects 
given an equivalent expectancy of 0.29 is 0.15-very different from 
0.000072. 

Another reason is that the QMP result for 7802 is based on one period 
of data. Rather than using the sample defect index (8.00) as the process 
average, we use a Bayes estimate [eq. (7)] of 2.77. 

Figure 16 is a similar example. In 7708 the T-rate of -2.8 is BN 

because in 7705 the T-rate was -2.7. But again, the -2.8 T-rate 
overstates the significance. The equivalent expectancy is only 0.23. 
Also, the weight (0.60) on the process average (1.81) adjusts the sample 
index (6.81) to the more moderate Best Measure (3.83). This, together 
with the large posterior variance (8.47), implies a comfortable 195% of 
0.56. 

Figure 1 illustrates how two similar T-rates, both on ALERT, can be 
either a QMP BN or normal. Compare 7708 with 7804. The sample 

* -3 :s T-rate < -2, but a good history. 
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14 
14 
15 
16 

1 
1 
1 
2 

17 

Period IT 0 
7806 2.74 1.32 
7807 3.52 1.77 
7802 8.00 2.77 
7708 6.81 1.81 
7708 1.57 2.00 
7802 1.61 1.51 
7804 1.50 1.32 
7707 1.04 1.35 
7807 3.10 1.10 

Table IV-Summary data for QMP examples 
eT (1i 8 2 (12 12 WT OT VT 195% 199% 

2.78 0.48 0.45 0.42 0.25 0.65 1.81 0.36 0.95 0.71 
3.60 0.49 0.89 0.55 0.50 0.50 2.65 0.56 1.55 1.22 
0.29 9.55 6.80 3.85 3.55 0.73 4.19 6.97 0.47 0.96 
0.23 7.81 9.64 7.44 5.30 0.60 3.83 8.47 0.56 0.21 
7.19 0.29 0.47 0.24 0.26 0.51 1.79 0.15 1.20 1.009 
7.19 0.21 0.44 0.21 0.26 0.45 1.57 0.14 1.01 0.84 
6.71 0.20 0.16 0.19 0.10 0.67 1.38 0.091 0.93 0.78 
4.92 0.28 0.14 0.29 0.16 0.70 1.26 0.11 0.76 0.61 
1.40 0.78 1.36 0.91 0.75 0.51 2.08 1.02 0.74 0.46 



indices of 1.57 and 1.50 are very similar, but the process averages of 
2.00 and 1.32 are very different and the weights of 0.51 and 0.67 are 
different. Hence, the Best Measures are very different and the conclu
sions are very different. 

Figure 2 illustrates a "weak" ALERT under the T-rate. The T-rate in 
7705 through 7707 are -0.1, -0.2, and -0.1, respectively. Although it 

1977 1978 
x 1234567812345678 
~o 
z (a) I 

I I I I I I I I I I I 

T 

i\ V ~ -..... - , 
1\ V 

2 - .. 

3 -

4 
4 ~------------------------------------, 

(b) 

2 

q \ 
~ --4 ---------------~----

\ 

-4 

1234567812345678 
1977 1978 

Fig. 14-Example of agreement. Throughout 1978, QMP and the T-rate are in agree
ment. The drop in the sixth period was called "borderline" under the T-rate, because it 
was the fIrst excursion below -2 and it was moderate. The QMP box chart conveys the 
same borderline message. In the seventh period, the product was Below Normal for 
both systems. 
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Fig. 15-Poisson versus Gaussian assumption. In the second period of 1978, the 
expected number of defects in the sample was 0.29 and the observed number of 
equivalent defects was 2.36. Under the Gaussian assumption, the observed significance 
level is 0.000072 (i.e., T-rate = -3.8); but, under Poisson, the level is 0.15. This explains 
why the QMP box chart contains the standard. 

is unlikely that the quality standard was being met in every period 
from 7702 through 7707, it is not unlikely (probability of 0.23) that the 
quality standard was being met in 7707. 

7.3 Modification treatment 

The T-rate system had modification treatments that resulted from 
the statistical deficiencies of the T-rate (see Section 2.8). There are no 
modification treatments in QMP. The Poisson model and the stabilizing 
effect of shifting the sample index towards the process average alleviate 
the need for modification treatments. 
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In Fig. 17, the 7807 unmodified T-rate is -2.5. It is modified to +0.6 
because of the "isolated" A weight (100 demerits) defect. Under QMP, 

the process average (1.10) is only slightly substandard, the weight 
(0.51) is medium, and the equivalent expectancy (1.40) is small. All 
this implies a safe 195% (0.74) without modification. 

7.4 Venn diagram of BNs and ALERTs 

In the Venn diagram of Fig. 18, BNS are shown by circles and ALERTS 

are shown by rectangles. QMP results are shown by dashed lines and T
rate results are shown by solid lines. Every rating class that is BN or 
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Fig. I6-Statistical jitter in the T-rate. With small samples and zero defects, the T
rate is slightly larger than zero. Every time a defect is found, the T-rate jitters. The 
message in the QMP chart is that there is too much uncertainty to reach any conclusions. 

QUALITY MEASUREMENT PLAN 263 



1977 1978 
x 1234567812345678 
~ 0 
!: I(a) I I I I I I I I ;J. 

~ ~ 
-

r'\ 
I' l-

2 f-

3 f-

4 

4.------------------------------------, 
(b) 

2 -----------------------

o r---------------~~_+----~~~----~ 

-2 -----------------------
(!) 

-2.5 

1234567812345678 
1977 1978 

Fig. 17-A case of T-rate modification treatment. Because the T-rate is biased for 
small samples, modification treatments were needed to compensate (seventh period, 
1978). QMP mathematics obviates the need for modification. 

ALERT under QMP or the T-rate is represented in the Venn diagram. 
Ten rating classes were BN under both methods of rating. Five rating 

classes were BN under the T-rate but ALERT under QMP. There were 16 
rating classes that were ALERT under the T-rate but normal under 
QMP. This indicates a major difference. ALERT under the T-rate is 
strong evidence that the quality standards for the current period or 
some of the past periods have not been met. But it does not necessarily 
imply strong evidence that the quality standard for the current period 
has not been met. ALERT under QMP implies more than a 95 percent 
chance that the current quality standards have not been met. 
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Fig. 18-Venn diagram of exceptions. The Venn diagram accounts for all QMP and T
rate exceptions for a particular period using defects assessed under the T-rate. The lists 
of ALERTS under the two systems are quite different (only 10 out of 32 in common). 
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APPENDIX A 

The Gamma Distribution 

A random variable Y has a standard gamma distribution if 

a = shape parameter. (37) 

A random variable X = T Y has a gamma distribution with shape 
parameter a and scale parameter T. We write 

X -- Gamma(a, T) 

and 

Pr{X:$ x} = Ga(~). 
The probability density of X is 

1 a-I -x/,r 
Tar (a) X e . 

The mean and variance of X are 

E(X) = Ta, 

hence 
a = E 2(X)/V(X), T = V(X)/E(X). 

A chi-squared random variable with v degrees of freedom has a 
Gamma distribution; namely, 

X; - Gamma(i, 2 ). 

APPENDIX B 

The Poisson-Gamma Bayesian Model 

Theorem B.l: Assume 

Xt lOt -- Poisson(etOt), et known, Ot unknown 

and 
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Then 

where 

0, _ Gamma(~. ~2) 
(i.e., mean = (), variance = y2). 

1ft = E «(}d Xt) 

= Wt(} + (1 - Wt)It, 

Wt = (}/et + y2' 

V t = 'V«(}t I Xt) 

= (1 - Wt)1ft/ et. 

Proof: The sampling distribution of Xt is: 

{(Xt I (}t) = (et(}t)Xtex~ {-et()t} . 
Xt. 

The process (prior) distribution of (}t is*: 
e Xo 

P «() ) = _0_ () xo-Ie-eo8t 
o t r (xo) t , 

() = xo/eo, y2 = xo/e5. 

(38) 

(39) 

By Bayes theorem, the posterior density of (}t is proportional to the 
product of equations (39) and (38), which is in turn proportional to 

[(};O-le-eo8t][(}fte-etBt] = (};o+Xt-1 exp[ -(eo + et)(}t]. (40) 

We recognize eq. (40) as proportional to a Gamma density. So the 
posterior distribution is Gamma with shape parameter Xo + Xt and 
scale parameter 1/ (eo + et). And the posterior mean and variance are 

()
- _ Xo + Xt t----, 

eo + et 

1ft 
Vt =---. 

eo + et 

(41) 

(42) 

* Here, Xo and eo are not the same as the "prior data" introduced in Section 4.3.2. 
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Now multiply the numerator and denominator in both eqs. (41) and 
(42) by Dleoel. Theorem B.l follows. Q.E.D. 

APPENDIX C 

Chi-Square, Gamma Bayesian Model 

Theorem C.l: Assume there is a statistic, ss, for which 

and 

Then 

where 

w I 2 0 2 (SS) W -- X" (chi-square, v degrees of freedom) 

~ known, w unknown 

w - Gamma ( ao. ~:). 

v 
a = ao +-2' 

ao, bo known. 

Proof: The sampling density of ss given w is 

{(ss I w) = (2(12 fw) ~'r(V /2) (ss) (,/2) - 1 exp[ - (2:2~ w) 1 
The prior density of w is 

( ) - 1 ao-1 
[ - ( w ) ] po w - (02/bo)aor(ao) w exp 02/bo • 

(43) 

(44) 

By Bayes theorem, the posterior density of w is proportional to the 
product of eqs. (43) and (44): 

{w'/2exp[ -(2(1~SS) ]H wao-
1exp[ -C2~bo)]} 

= w·-
1 

exp[ -C~bn 
Q.E.D. 
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Definition: Let X -- Gamma(a, T). Denote the conditional distribution 
of X given X :S c by 

C - Gamma(a, T, c). 

Corollary: If instead, 

w - C - Gamma ( C4J, ~:, 1), 
then 

Theorem C.2: If w -- C - Gamma(a, (J2/b, 1), then 

1 
E(w) = RF' 

V(w) = G, 
where 

R = b/a 
(J2 , 

F = Ga(aR) [see (37)], 
Ga+1(aR) 

1 [(a + 1) Ga+2(aR) 1 ] 
G = RF -a- RGa+l(aR) - RF . 

Proof: Note 

!!... w = aRw -- C - Gamma(a 1 _1_) 
(J2 , 'aR . 

So 

1 
E(w) = aR E(aRw) 

1 faR ya-l e -y 

= y dy 
aRGa(aR) 0 r(a) 

r(a + 1) faR y(a+Il-1e -y 

= dy 
aRGa(aR)r(a) 0 r(a + 1) 

aGa+1(aR) 

aRGa(aR) 

= l/RF. 

(45) 

(46) 
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Now 

2 1 2 
E(w ) = (aR)2 E[(aRw) ] 

1 JaR 2 ya-Ie-y 

= (aR)2Ga(aR) 0 y r(a) dy 

r(a + 2) JaR y(a+2)-I e-y 

= (aR)2Ga(aR)r(a) 0 r(a + 2) dy 

(a + l)aGa+2(aR) 

(aR )2Ga(aR) 

(a + I)Ga+I(aR)Ga+2(aR) 

aR 2G a (aR ) Ga+ I (aR ) 

= (a + 1) ~a+2(aR) . 
a R FGa+I(aR) 

This along with eq. (46) implies V(w) = G. 

Computational formula for F 

Let 

1 a-I-x 
ga(X) = r(a) X e dx. 

From Ref. 11, page 262, 6.5.21, 

G.+l(x) = G.(x) - (~) g.(x). 

Now define 

Ba(X) = ~ T(i), T(o) = 1, 
i=O 

T(i) = T(i -1)[~] = 1 + _X_+ X2 + 000. 

a+l a + 1 (a + 1) (a + 2) 

By Ref. 12, page 3, 

G.(x) = (~) g.(x)B.(x). 

Putting ~qs. (48) and (49) together implies 

Fa(x) ~ Ga(x) 
Ga+I(x) 
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So 

(x/a)ga{x)Ba{x) - (x/a)ga{X) 

Ba{x) 

Ba{x) - l' 

F = Ba{aR) 
Ba(aR) - 1 

Computational formula for G 

Directly by definition, it follows that 

Ba+l(x) = (a: l)[Ba(X) - 1]. 

Therefore, 

1 1 
---=1----
Fa+1{x) Ba+1{x) 

1 
= 1 - --------

[(a + 1)/x][Ba(x) - 1] 

= 1 - (a: l)[Fa(x) - 1]. 

(50) 

(51) 

(52) 

Now plug eq. (52) into the first term in the square bracket of eq. 
(45) and get 

(
a + 1) Ga+2 {aR) (a + 1) 1 
-a- RGa+1{aR) = -a- RFa+1{aR) 

So 

APPENDIX D 

= (a: 1) ~ [1- (a a: 1)(F - 1)] 
a+l =aR- (F-l). 

G=- -- - (F-l)--1 [(a + 1) 1 ] 
RF aR RF' 

Moments of functions of the sample index 

If 

(53) 

(54) 
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Xt lOt -- Poisson(etOt), 

2 (0 2 

y2) Ot I 0, y -- Gamma y2' 7i ' 

then Xt I 0, y2 is a negative binomial with density 

2 r(Xt + 02/y2) [ 1 ]Xt[ O/ety2 ] ,,2/y2 

f(xej 0, Y ) = Xt!r(02/ y2) 1 + O/ety2 1 + O/ety2 • 

Let 

JLI = mean of Xt, 

JLp = vth central moment of Xt, 

Then according to (Ref. 11, page 929), 

JLI = aP, 

where 

Now let 

JL2 = aPQ, 

JL3 = aPQ[Q + P], 

JL4 = aPQ + A(aPQ)2, 

~l = mean of It, 

a = 02/y2,* 

P = y2 et/O, 

Q= 1 +P, 

A = 3 + 6y2/02. 

~p = pth central moment of It, 

It follows from (55) that 

~l = 0, 

2 0 
~2 = Y +-, 

et 

2y4 3y2 0 
~3=-+-+2' o et et 

p = 2, 3, ."". 

p = 2, 3, ."". 

l:. A 4 2AOy2 A02 + y2 0 
,,=>4= Y +--+ 2 +3· 

et et et 

* A different a from the one in the main text. 
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An application of these formulas is 

V[(It - 0)2] = ~4 - ~~ 

(A ) 
4 2(A - 1)Oy2 [(A - 1)02 + y2] 0 

= - 1 y + + 2 + 3' (57) 
et et et 

Now define 

Yt = (It - 0)2 - Itlet, 

Further applications of (56) are 

E(Yt) = ~2 - ~I/et 

= y2 

and 

V(Ye) = E(YF) - y4 

[ ]

2 
2 1 0 4 

= E (It - 0) - - (It - 0) - - - y 
et et 

= (A _ 1)y4 + [2(A - 1)Oy2 - 4y4/0] 
et 
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Fractionally-Spaced Equalization: 
An Improved Digital Transversal Equalizer 

By R. D. GITLIN and S. B. WEINSTEIN 

(Manuscript received September 12, 1980) 

Here we describe and demonstrate, via analysis and simulation, 
the performance improvement of voice-grade modems which use a 
Fractionally-Spaced Equalizer (FSE) instead of a conventional syn
chronous equalizer. The reason for this superior performance is that 
the FSE adaptively realizes the optimum linear receiver; consequently 
it can effectively compensate for more severe delay distortion than 
the conventional adaptive equalizer, which suffers from aliasing 
effects. An additional advantage of the FSE is that data transmission 
can begin with an arbitrary sampling phase, since the equalizer 
synthesizes the correct delay during adaptation. We show that an 
FSE combined with a decision feedback section, which can mitigate 
the effect of severe amplitude distortion, can compensate for a wide 
range of linear distortion. At 9.6 kbit/ s, the FSE provides a 2 to 3 dB 
gain in output signal-to-noise ratio, relative to the synchronous 
equalizer, over worst-case private-line channels. This translates to a 
theoretical improvement of approximately two orders of magnitude 
in bit error rate. 

I. INTRODUCTION 

As is well known/,2 high-speed (~4.8 kbit/s) voiceband modems 
must employ some sort of adaptive equalization to achieve reliable 
performance in the presence of linear distortion and additive noise. 
The equalizers are invariably implemented using transversal filters, 
but the question of how the taps should be spaced has been, and still 
is, of great theoretical as well as practical interest. Conventionally, the 
equalizer taps are spaced at the reciprocal of the signaling rate. While 
it has been known theoretically that this synchronous structure does 
not, by itself, realize the optimum linear filter, it has up to this time 
provided adequate performance. The continuing demand for improved 
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performance at 9.6 kbit/s has renewed interest in adaptive equalizers 
whose taps are spaced closer than the reciprocal of twice the highest 
frequency component in the baseband signal.3-7 As we shall demon
strate, such Fractionally-Spaced Equalizers (FSES) are able to compen
sate much more effectively for delay distortion than the conventional 
synchronous equalizers. Consequently, we will show that the perform
ance of a FSE, with a sufficient number of taps, is almost independent 
of the channel delay distortion, and thus of the receiver sampling 
phase. More generally, the FSE is able to adaptively realize, in one 
device, the optimum linear receiver, which is known to be the cascade 
of a matched filter and a synchronously-spaced equalizer.8 

The purpose of this paper is to report the results of an in-depth 
comparative analytical and simulation study of FSES and the conven
tional synchronous equalizer. We also evaluate the performance of an 
equalizer which results when a decision-feedback section, which is 
particularly effective in compensating for amplitude distortion, is 
combined with an FSE. We present simulation results that compare 
the performance of practical-length synchronous and fractionally
spaced equalizers over a variety of voice-grade private-line channels. 

Many years have elapsed between Lucky's invention of the adaptive 
synchronous equalizer,9 Gersho's3 and Brady's4.lo early work on FSES, 
and our present interest in fractionally-spaced equalization. This is 
due to both the increased complexity required to implement the FSE, 
and the relatively satisfactory performance of the conventional syn
chronous equalizer. Recent investigators have regarded the FSE pri
marily as a means for mitigating the timing jitter produced by an 
envelope-derived timing recovery system.5

•
11 Our viewpoint, however, 

is that this property is just an example of the salient feature of the 
FSE-the ability to effectively compensate for an extremely wide range 
of delay distortion, and to deal more effectively with amplitude distor
tion than the synchronous equalizer. 

In Section II we describe why an FSE has the ability to compensate 
for an arbitrary receiver sampling phase. Performance, as measured 
by the equalized mean-squared error, of an infinitely-long passband 
FSE is derived in Section III, and the corresponding results for a finite
length equalizer are described in Section IV. Simulation results, for 
typical voice-grade channels, are presented in Section V, and these 
results are used to compare the performance of the synchronous 
equalizer, the FSE, and the FSE with a decision-feedback section. 

II. BASEBAND DESCRIPTION OF FRACTIONALLY-SPACED EQUALIZERS 

We begin with a brief discussion of the ability of an FSE to compen
sate for any receiver timing phase. To do this we need the transfer 
function of a baseband fractionally-spaced equalizer. Consider the 
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received signal 

r(t) = ~ amf(t - mT) + v(t), (1) 
m 

where {an} is the discrete multilevel data sequence, liTis the symbol 
rate, f(t) is the system pulse response, and v(t) is additive noise. As 
shown in Fig. 1, we denote excess bandwidth of the pulse f( t) by a. 
The input to a conventional synchronous digital equalizer are samples 
of the filtered received signal at the instants t = nT + T, i.e., 

r(nT + T) = rn(T) = ~ amf(nT - mT + T) + v(nT + T). (2) 
m 

The noiseless output of this nonrecursive digital filter, with tap weights 
{ c[}, is the sample sequence 

u(nT + T) = ~ amh(nT - mT + r), (3) 
m 

where the equalized pulse samples, h(nT), have a (Nyquist-equivalent) 
Fourier transform 

HT(w) = ~ cle-jW1T~ F( w + k 2;)exp[j( w + k 2;)T] 
= CT(w)FT(w). (4) 

Here, FT(W) is the aliased spectrum of F(w), CT(w) is the (periodic) 
transfer function of the equalizer, and, ideally, the equalizer output is 
the data symbol, i.e., u(nT +;.) = an. 

Recall8 that the Nyquist-equivalent or folded (aliased) spectrum is 
the relevant transform when dealing with sampled-data systems. In 
particular, since CT(w) = CT(w + k2wIT), the synchronously-spaced 
equalizer can only act to modify FT(w), as opposed to directly modify
ing F(w)iwf. In other words, the synchronous equalizer cannot exercise 
independent control over both sides of the rolloff region about w = 

--____ ~~ __ ~ ________ ~~ ________ ~ __ ~~ ______ w 
-7T 

T 
(l-a)7T 7T (1+a)7T 
-T- T -T-

Fig. I-Fourier transform F(w) of baseband pulse f(t) in eq. (1). 
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____ ~ ____ L_~ ________ ~ __________ ~~ ____ ~ ____ ~w 

:.!!.- (1+a)'lT .!!..
T T .T' 

Fig. 2-Representative transfer function of a fractionally-spaced equalizer [tap spac
ing = T' T/(l + a)]. 

'!TIT. If, because of a severe phase characteristic and a poor choice of 
-r, a null is created in the rolloffportion* of the folded spectrum FT(w), 
then all the conventional equalizer can do to compensate for this null 
is to synthesize a rather large gain in the affected region; this leads to 
a severe performance degradation because of the noise enhancement 
at these frequencies. 

Consider, on the other hand, a receiver which uses a fractionally
spaced equalizer with taps spaced T' < TI(l + a) seconds apart. This 
equalizer has the (periodic) transfer function: 

CT,(w) = ~ cle-JwIT'. (5) 
I 

Note that. if '!TIT' ;::: (1 + a)'!TIT, then the fIrst repetition interval of the 
transfer function CT,(w) includes the rolloff portion of the spectrum, 
as shown in Fig. 2. We assume that, for digital implementation pur
poses, T' is generally an appropriate rational fraction of T. For an FSE 

receiver the equalizer input is sampled at the rate T', but the equalizer 
output is still sampled at the rate T, since data decisions are made at 
symbol intervals. The equalized spectrum, just prior to the output 
sampler, is periodic (with period 2'!TIT') and is given by 

HT,(w) = Cr-{w) ~ F( w + k ~)exp[j( w + k ~)T]. (6) 

and for systems where '!TIT';::: (1 + a) '!TIT only the k = 0 term survives, 
i.e., 

'!T 
I wi :5 T" (7) 

The salient aspect of (7) is that CT,(w) acts onF(w)eJwf before aliasing, 
with respect to the output sampling rate, is performed. Thus CT' (w) 
can compensate for any timing phase-or phase distortion-by syn-

* This is the frequency range (1 - a)7T/T:s w :s (1 + a)7T/T. 
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thesizing a transfer characteristic of the form e iWT
• Clearly, such 

compensation is highly desirable since it minimizes noise enhancement 
and avoids the extreme sensitivity to timing phase associated with the 
conventional equalizer. * After sampling the equalizer output at the 
rate liT, the output spectrum is periodic with period 27TIT and is 
given by 

HT(W) = ~ H T{ W + [ 2; ) 
= ~ CT{ W + [2;)F( W + [2;)exp[ -i( W + [2;), l (8) 

Note that (8) differs from (4) in that it is the sum of equalized aliased 
components rather than an equalization of an already-formed sum of 
aliased components. 

It is evident that an FSE is capable of much more than compensating 
for a poor choice of timing phase. With a properly chosen tap spacing 
(T' $ [1/(1 + a)]T), the FSE has the capabilities of an analog filter. 
Hence the FSE can be configured as the best linear receiver. In Section 
III we derive the structure and performance of such a receiver for a 
passband modem. 

III. PERFORMANCE AND STRUCTURE OF THE OPTIMUM FSE 

3. 1 QAM systems 

The receiver minimizing the mean-squared error is known to consist 
of a matched filter followed by a synchronous sampler.8 Our discussion 
in Section II demonstrated the equivalence of an appropriately sam
pled fractionally-spaced equalizer with an analog receiver. We begin 
by writing the transmitted signal s(t), in an in-phase and quadrature, 
or quadrature amplitude modulated (QAM), data transmission system 
as the real part of the analytical signal 

s(t) = s(t) + js(t) = L dnP(t - nT)e iwct
, (9) 

n 

where dn denotes the complext discrete-multilevel data sequence, an 

+ jbn , P (t) is the (generally real) baseband transmitter pulse shaping, 
liT is the symbol rate, We is the radian carrier frequency, and s(t) is 
the Hilbert transform of s(t). In our presentation we will make exten
sive use of complex notation to denote either passband or in-phase 
and quadrature signals, as well as system pulse responses. A discussion 

* In the synchronous equalizer, a "bad" timing phase is one which produces nulls in 
the folded spectrum of FT(W) of (4). In the FSE, a "good" timing phase is generated, 
regardless of the input sampling epoch, such that the FSE does a minimum of amplitude 
enhancement. 

t The overtilde, -, is used to denote complex signals and samples. 
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of this approach is presented in the appendix. As shown in Fig. 3, s (t) 
is transmitted through the passband (around We) channel x(t), with 
impulse response 

x(t) = XI(t) COswet - X2(t) sinwet 

= Re{(xI(t) + jX2(t))ejwct} = Re{xn(t)e jwct }, (10) 

where the complex baseband-equivalent channel is defined by 

Xn(t) = Xl (t) + j X2(t). (11) 

Thus the received analytic signal has the representation 

f(t) = r(t) + jf(t) = L dnln(t - nT)e j (wct+8) + ii(t)e jwct, (12) 
n 

where r(t) and f(t) are the in-phase and quadrature components of 
the received signal (and are a Hilbert transform pair),ln(t) is the 
baseband-equivalent received pulse which is given by the convolution 
of XB(t) withp(t), 0 is the channel phase shift, and ii(t) is the complex 
noise signal. 

At this point we may consider either a passband equalizer, which 
operates directly on f(t), or a baseband receiver which processes 
f(t) exp[ -j(Wet + O)]-assuming that carrier-phase coherence2 has 
been established. From a mathematical viewpoint both systems are 
equivalent, and here we find it convenient to filter the demodulated 
signal, 

q(t) = f(t)e-j (wct+8) = L dnln(t - nT), (13) 
n 

~~n 

~bn 

Fig. 3-QAM data transmission system. Variables with overtildes are complex, i.e., 
they have in-phase and quadrature components. 
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by the receiving filter 

(14) 

In writing (14) we have used the notation gl(t) and g2(t) rather than 
g (t) and g (t) to emphasize that the receiving filter does not correspond 
to an analytic pulse. Note, however, that the equalized signal at the 
filter output is given by the analytic signal 

ii(t) = q(t) ® g(t) = (q(t) + jq(t» ® (gl(t) + jg2(t» 

= (q(t) ® gl (t) - q(t) ® g2(t» 

+ j(ij(t) ® gdt) + q(t) ® g2(t» 

= u(t) + jii(t), (15) 

i.e., u(t) and ii(t) are a Hilbert transform pair. As shown in Fig. 3 the 
in-phase and quadrature output signals u(t) and ii(t) are synchro
nously sampled at t = nT + T and quantized to provide the data 
decisions an and tin. 

3.2 The mean-squared error 

Our attention now turns to finding the linear filter, g(t), which 
minimizes the output mean-squared error. The output or equalized, 
mean-squared error (MSE), which is the performance measure com
monly used for in-phase and quadrature data transmission systems, is 
given as 

$ = E(len I
2) = E{e~ + e~} 

= E {(u(nT) - an )2 + (ii(nT) - bn )2} 

= E(lii(nT) - dn I
2), (16) 

where E denotes the ensemble average with respect to the data 
symbols and the additive noise, en is the complex error sample, and en 
and en are the in-phase and quadrature errors, respectively. For con
venience, we have absorbed the receiver's sampling phase, T, into the 
pre-equalizer pulse response by incorporating the transfer function 
ejwf into the transform of h(t). In terms of the equalized pulse, h(t), 
defined by 

h(t) = IB(t) ® g(t), (17) 

the filter output is 

ii(t) = L dnh(t - nT) + v(t), (18) 
n 

where the filtered noise, v (t), is defined by 

v(t) = v(t) ® g(t). (19) 
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With these definitions in mind we can write the MSE as 

iff = E {(u(nT) - dn)(u(nT) - dn) *} 

= E{u(nT)u*(nT) - dnu*(nT) - d~u(nT) + dnd~}. (20) 

U sing the independence of the data symbols and the independence of 
the noise samples, ii(nT), the terms in (20) are readily evaluated. The 
first term is the quadratic form 

E{u(nT)u*(nT)} = E[ldnI2
] L Ih(mT)1 2 + E[u(nT)u*(nT)] 

m 

(21) 

where (12 = E[I ii(nT) 12]/E[1 dn 12
], and the Hermitian kernel, A(t, T), 

is given by 

A(t, T) = L In(nT - t)l!J(nT - T). (22) 
n 

Note that (21) can be written compactly as the quadratic form (g*, 
if g), where g corresponds to g (t ), if is the Hermitian integral operator 
with kernel A(t, T) + (120(t - T), and (x, y) denotes the inner product 
I x(t)y(t) dt. By straightforward evaluations, the second and third 
terms in (20) are seen to be 

E(dnu*(nT» = E[I dn I'] I 1'8 (-t)g* (t) dt, 

E(d! u(nT» = E[I dn I'] I /a(-t)g(t) dt. (23) 

Combining (20) to (23) the MSE, normalized by E [I dn 12
], has the 

compact representation 

iff = (g*, ifg) - (f'h, g*) - (fn , g) + 1, (24) 

which is a quadratic form, where .si is recognized as being a Hermitian 
operator (its kernel is conjugate symmetric). 

3.3 The optimum filter 

The MSE, given by (24), is minimized by taking the gradient with 
respect to g. The optimum filter is given as the solution of the integral 
equation, 

I [A(t, 7) + .,'8(t - 7)]g(7) d7 = M-t), (25a) 
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or the equivalent operator equation 

ifg = fB • 

It turns out that the solution 

gopt = if -lfB 

(25b) 

(26) 

can be explicitly determined. This is accomplished by writing the left
hand side of (25) as 

J (~lB(nT -t)lJHnT - T) + (J'~(t - T) )g( T) dT 

= ~ In(nT - t) J l'/,(nT - T)g(t) dT + (J'g(t) 

= L inlB(nT - t) + (J28(t), (27) 
n 

where in = J 1!J(nT - T)g(T)dT are the equalized pulse samples. 
Equating (27) to the right-hand side of (25) gives 

L inlB(nT - t) + (J2g(t) = IB(-t), (28) 
n 

which indicates that the optimum filter has the representation 

gopt(t) = L cnlB(nT - t), 
n 

(29) 

where the en'S are to be determined. The solutions as represented by 
(29), is recognized as the cascade8 of a synchronously-sampled fIlter 
matched to IB(t), and a synchronously-spaced tapped delay line with 
weights {Cn}. To solve for the {Cn} we substitute (29) into (25), giving 

J L IB(nT - t)I!J(nT - T) L cmlB(mT - t) dT 
n m 

+ (J2 L cnlB(nT - t) = IB(-t), (30) 
n 

and if we define the channel-correlation function, 

~-n = J lh(nT - T)lB(mT - T) dT, 

then we can rewrite (30) as 

n m n 

(31) 

Taking Fourier transforms on both sides of (32), with respect to the 
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continuous variable t, gives 

L L~_mcmFJ3(w)ejwnT + 0
2 L CnejwnTFJ3(w) = FJ3(w), (33) 

n m n 

where FB(W) is the transform of 'B(t). Dividing through by 
F jj ( w), over the region where the channel does not vanish, we can 
rewrite (33) as 

(34) 

where the following Fourier transforms, with respect to the discrete
time variables, are identified by 

CT(w) = L cnejwnT, 
n 

_ _. 1 1 - ( 2'17") 12 ~(w) = ~ j:"e
JwnT 

= T ~ FB W + l T . (35) 

The transform .¥(w) corresponds to the synchronously-sampled 
matched filter pulse, 'B(t) G:> lJ3(t), and CT(w) is the transform of the 
coefficients of the synchronously-spaced tapped delay line. From (34) 
we have that 

- 1 1 
CT(w) = _ (36) 

~(w) + 0
2 (liT) L 1 FB(w + l2'17"IT) 12 + 0

2
' 

I 

and thus the optimum linear receiver has the transform 

(; (w) = 6 (w)F* (w) = FJ3(w) 
opt T B (lIT) L 1 FB(w + l2'17"IT) 12 + 0 2 ' 

(37) 

I 

The final transform of interest is that of the equalized baseband
equivalent pulse, which is 

_ 1 FB(w) 12 
H(w) = (liT) L 1 FB(W + l2'17"1T) 12 + if' (38) 

I 

Since H(w) is real, the real part hl(t) and imaginary part h 2(t) of its 
inverse Fourier transform are even and odd functions of time, respec
tively. Moreover, as if ~ 0 it is also clear that Heq(w) = (liT) Lk H(w 
+ k 2'17"1T) = 1, i.e., not surprisingly, the equalized channel is Nyquist. 
From (24) to (26) it follows that the minimized MSE is 

<9'opt = 1 - (fB, si-1fB) = 1 - (fB, g) 

JOO - - dw 
= 1 - -00 FB(W) Gopt(w) 2'17"' 

(39) 
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which can be rewritten as 

In summary, eqs. (37) to (40) give a complete description of the 
performance and structure of the optimum linear receiver. The struc
ture is equivalent to an infinitely-long fractionally-spaced equalizer 
whose taps are spaced close enough to accommodate the bandwidth of 
the transmitted signal. Finally note that, as expected, the phase 
characteristics of the channel, including the timing phase, do not enter 
into the expression for the minimum MSE; thus, the steady-state system 
performance is independent of these characteristics. 

IV. THE FINITE-LENGTH FRACTIONALLY SPACED EQUALIZER 

In this section we first describe the steady-state performance of 
finite-length FSES, and then demonstrate that, even as the noise 
vanishes, such an equalizer always has a unique tap setting. 

4. 1 Steady-state performance 

Here we consider the mean-squared error of a finite-length fraction
ally spaced equalizer. The demodulated received signal, * (13), is sam
pled at the rate liT', and thus the equalizer input is 

q(nT') = L amln(nT' - mT) + v(nT'). (41) 
m 

We make a slight change in notation by letting en denote the complex 
equalizer taps-thus the transfer function G(w) of the previous section 
is replaced by C(w). The equalizer output, which is only needed at the 
synchronous instants, is given by 

N 

u(nT) = L cmij(nT - mT'), (42) 
m=-N 

where the equalizer has 2N + 1 complex taps. For the finite-length 
equalizer the MSE is written compactly as 

g = E(e~ + e~) = E( 1 u(nT) - an 12) 

= E { 1 c' <in - an 12)}, (43) 

* A passband equalizer, in which the demodulator follows the equalizer, has the same 
performance against linear distortion as does the baseband equalizer. The passband and 
baseband equalizer differ in their performance in the presence of phase jitter. 
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where the tap vector and the delay-line sample vector are given by 

q~ = (ij(nT + NT'), ... , ij(nT), ... , ij(nT - NT'», (44) 

and the vectors with an asterisk will denote the transposed conjugate 
vector. Performing the indicated expectation gives 

G= c*..4c - (c* fB + t~ c) + a~, (45)t 

where the (2N + 1) X (2N + 1) Hermitian channel-correlation matrix, 
the (2N + 1) X 1 channel vector, and the data power are defined, 
respectively, by 

..4 = E(ijnij~), 

Is = E(d~ijn), 

a}= E( 1 dn 1
2
). (46) 

It is interesting to compute the kith element, AkI , of the channel
correlation matrix; a direct calculation gives 

AkI = E(ij(nT - kT')ij* (nT - iT'» 

= a~ L 'B(mT - kT')/!J(mT - iT') + a2ok_I, (47) 
m 

where Ok-I is the Kronecker delta. Note that in contrast to the syn
chronous equalizer, the channel-correlation matrix is Hermitian but 
not Toeplitz. To explicitly see the non-Toeplitz nature of the ..4 matrix 
we can rewrite (47) in the frequency domain as 

1 - 2 
2" (Ak- I - a Ok-I) 
ad 

= r: {~FB( W + m :;)exp[ -j (w + m :;)kT']) 
.{ ~ h( w + n :;)expH w + n 2;)ZT']} ~: 

t Recall that for any two complex vectors:i: and v,:i:* v = (v* x)*. 
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and for systems with nonzero excess bandwidth the bracketed terms 
depend on k and l individually, rather than on k - l. Recall that for 
the synchronous equalizer T' = T and Akl depends only on k - l. 

For completeness note that the channel vector fB has the lth element 

(fB)1 = E (dnq(nT - IT')) = E( I dn f)IB(lT'). (49) 

In terms of the above parameters, it is evident from (45) that the 
optimum tap setting ist 

(50) 

and the minimized MSE is 

t9'opt = 1 - fii A -lfB. (51) 

4.2 The adaptive algorithm 

As with the conventional passband equalizer,I-2 the adaptive control 
algorithm makes use of the gradient of the sum of the squared in-phase 
error and the squared quadrature error with respect to the tap weights. 
Taking these derivatives, and writing the result in complex notation 
gives the adjustment algorithm 

n = 0,1,2, ... , (52) 

where en is the complex tap vector at the nth iteration, and a is a 
positive number, called the step size, which affects the algorithm's rate 
of convergence and the fluctuation about the minimum-attainable 
steady-state MSE. Note that the algorithm is updated once per symbol 
interval, but it is conceivable that adjustments could be made more 
frequently if the mid-symbol output levels can be interpolated reason
ably well. Reference 12 gives a detailed analytic and experimental 
treatment of the convergence rate and some of the dynamic aspects of 
FSES. 

4.3 Does a finite-length fractionally-spaced equalizer have a unique tap 
setting? 

To answer the question posed by the title of this section we return 
to the baseband data transmission system discussed in Section II. The 
transmitted spectrum, as shown in Fig. 1, is bandlimited to (1 + a) 7T/ 
T rad/s, where the rolloff factor, a, varies from 0 to 1. From Fig. 2 it 
should also be evident that when the noise becomes vanishingly small, 
there is legitimate concern as to what function(s) the equalizer will 

t A little care must be exercised in differentiating the MSE with respect to c, since 
C*C is not an analytic function of c. The most compact approach is to differentiate the 
MSE,. with respect to the real and imaginary components of c, and to then interpret the 
gradIent as a complex vector. 

FSE: IMPROVED DIGITAL TRANSVERSAL EQUALIZER 287 



synthesize in the region (1 + a) wiT < w < 2w1T, where there is no 
signal energy. In terms of the channel correlation matrix given by (47), 
we note that the matrix A is the sum of two matrices, and, as will be 
evident from the discussion which follows, the channel-dependent 
component of A is always positive semidefinite. Since the other com
ponent of the channel-correlation matrix, (12[, is positive definite, then 
A will also be positive definite, and we can conclude that when there 
is noise present the optimum tap setting is unique. 

We now consider the situation as the noise becomes vanishingly 
small; clearly from (50), the optimum tap setting is unique if and only 
if A is nonsingular. A sufficient condition for A to be nonsingular is the 
nonvanishing of the quadratic form u'Au, for any nonzero test vector 
u with components {Ui}. Let us consider in detail this quadratic form, 
which we write from (47) as 

N 

u'Au = LL umAmnun 
m,n=-N 

N 

= LL UmUn L f(IT - nT')f(lT - mT') 
m,n=-N 1=-00 

(53) 

The above inequality establishes the positive semidefinite nature of 
the matrix A, and we see from, (53) that u'Au can vanish only if* 

N 

L umf(IT - mT') = 0, I = 0, ± 1, ± 2, .... 
m=-N 

If we define the periodic Fourier transform 
N 

UT'(W) = L umejwmT', 
m=-N 

then we can proceed further by noting that 

j'N umf(IT - mT') = mi.
N 

U m L~ F(w)ejw(IT-mT') ~: 

= Joo [ f ume-jWmT']F(W)e-jWIT dw 
-00 m=-N 2w 

= Joo UT,(w)F(w)e-jwIT dw 
-00 277 

(54) 

(55) 

* The authors gratefully acknowledge discussions with J. E. Mazo which led to this 
development. 
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= L UT,(w)F(w)e-iwlT ~ j
(2k+I)(ITI T) d 

k (2k-I)(ITIT) 2'17' 

JIT

I
T [ ( k2'lT) ( k2'lT) ] = -ITIT ~ UT , w+ T F w+ T 

(56) 

The right-hand side of (56) is recognized as the sample, at t = IT, of a 
function whose Fourier transform Zeq(W) is contained in the brackets. 
Now if (56) is to be zero for every value of 1, then it must be that the 
Fourier transform inside the integral vanishes completely, i.e., 

f k2'lT) ( k2'lT) Zeq(W) == ~ UT\ W + T F W + T = 0, 
'17' 

I W I ~ 'j' (57) 

For less than 100 percent excess bandwidth, note that only the k = 0, 
± 1 terms contribute to the above sum. However, in the nonrolloff 
region, I W I ~ (1 - a) '1TIT, only the k = 0 term influences the sum. For 
channels which do not vanish over the entire nonrolloff region, it is 
clear that for Zeq(W) to vanish it is required that UT(w) vanish at least 
over the entire nonrolloff region. Since UT,(w) is a finite-term Fourier 
series, it cannot vanish over an interval without vanishing everywhere, 
which in turn would again make u = O. Note that if the channel 
vanished over a portion of the nonrolloff region, then since UT,(w) is a 
finite-term Fourier series, its energy could not be totally concentrated 
in the region where there was no channel energy. Thus, the solution 
would still be unique. However, it is worth noting that in the extreme 
case of 100 percent excess bandwidth, Zeq(W) can vanish. For example, 
consider a constant F(w), with UT,(w) = cos (wTI2): It is apparent from 
(57) that Zeq(W) == O. Thus for a finite-length FSE with an excess 
bandwidth of less than 100 percent, we can conclude that even as the 
noise becomes vanishingly small the A matrix is nonsingular and 
there is a unique optimum tap setting. 

Note that for a finite-length synchronous equalizer where T' = T, 
(57) indicates that since UT(w + (k2'lT/T» = UT(w), we can conclude 
that if the folded-channel spectrum does not vanish completely then 
there is always a unique tap setting. Reference 12 showed that as the 
equalizer becomes infinitely long there is an infinitude of equalizer tap 
vectors which achieve the same minimum mean-squared error. Con
sequently, it is to be expected that a FSE equalizer with a "large" 
number of tap weights will have many tap vectors which produce 
essentially the same MSE. 
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v. PERFORMANCE OF FRACTIONALLY-SPACED EQUALIZERS 

To illustrate the advantages of fractionally-spaced equalization over 
synchronous equalization, a number of computer simulation runs were 
made for different equalizer configurations and for channel distortions 
of varying severity. The system tested was the 9.6 kbit/s QAM system, 
shown in Fig. 3, having a symbol rate of 2400/s and an excess band
width of 12 percent, and the transmitted-symbol alphabet, {±1, ±3}. 
For each run the steady-state mean-squared error was measured after 
a sufficiently long period of adaptation, and the FSE was of the T /2 
type. 

Amplitude and delay-distortion characteristics are illustrated in Fig. 
4 for the three linear channels which were simulated. The "Good" 
channel is of low distortion, and well within the limits of standard 
conditioning, e.g., the "Basic" conditioning13 illustrated in Fig. 5. The 
"Bad-Phase" and "Bad-Slope" channels have, respectively, severe 
phase distortion and severe amplitude distortion, placing these chan
nels just outside the defining boundaries of basic-conditioned channels. 

Figures 6, 7, and 8 compare the performance of a 24-tap synchronous 
(T) equalizer and a 48-tap T/2 equalizer on the three test channels. 
Performance is examined for five timing epochs within a symbol 
interval, and is measured by the output signal-to-noise ratio, defined 
as 

Pnn 
SNRout = log --, 

MSE 
(58) 

where PEn is the received baseband average signal power (a constant), 
and MSE is the measured output mean-squared error. The received 
signal is normalized so that the ratio of the signal power at the output 
of the receiving filters to the power of the additive noise, at the same 
point in the system, is 28 dB. Thus if the equalizer could "undo" the 
channel distortion without enhancing the noise, then the output SNR 

would be 28 dB. It is apparent that the performance of the fractionally
spaced equalizer is almost independent of the timing epoch, in sharp 
contrast to that of the synchronous equalizer. This confirms the 
prediction of the analysis, culminating in expression (40) for the 
minimum mean-squared error, which is independent of the sampling 
epoch. It is also significant that the performance of the fractionally
spaced equalizer on the "Bad-Phase" channel is significantly better 
than that achieved by the synchronous equalizer even for the best 
sampling phase. The capability of the FSE for phase equalization, 
before folding the spectrum about the Nyquist frequency, is seen to be 
an important advantage on channels with severe phase distortion. 
With the addition of a decision-feedback equalizer (DFE),14 with feed-
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Fig. 4-Characteristics of simulated transmission channels. 

back taps {td ~l' shown in Fig. 9, compensation for severe amplitude 
distortion is also improved, as illustrated in Fig. 8. 

The simulation of an FSE with 3T/4 tap spacing [still less than T/ 
(1 + a), where a = 0.12 was the percentage of excess bandwidth] 
resulted in performance comparable to that of the T/2 equalizer. A 
3T/4 equalizer needs only 2/3 as many taps as a T/2 equalizer to span 
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a given channel dispersion, which cannot only reduce implementation 
complexity, but also improve steady-state performance when digital 
resolution is a consideration. 12 

VI. CONCLUSIONS 

We have shown, both analytically and by simulation, that the 
fractionally-spaced equalizer provides virtual independence from tim-
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Fig. 6-Performance versus sampling phase ?f 24-tap synchronous (T) equ~lizer ~nd 
48-tap (T/2) equalizer on "Good" channel of FIg. 4. Results from computer SImulatIOn 
of 9600 bps QAM modem. 
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ing epoch, and significantly improves steady-state performance on 
severely phase-distorted channels. Implementation of the FSES in
creased number of taps, with respect to a synchronous equalizer with 
the same total time span, is well within the capabilities of current 
digital signal-processing technology. The performance degradation 
introduced in a digital implementation by using a larger number of 
taps is more than compensated for by the FSES capability of adaptively 
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Fig. 9-QAM data receiver combining a fractionally-spaced equalizer and a decision 
feedback equalizer. 

realizing, in one structure, the optimum receiving filter consisting of a 
matched filter followed by a delay line tapped at symbol intervals. 

APPENDIX 

Complex Notation and Passband Communication Systems 

The purpose of this appendix is to review and organize the compact 
description provided by complex notation for the discussion of in
phase and quadrature data communications systems. In such a system 
the transmitted waveform is of the form 

s(t) = ~ anP(t - nT) cos wet - ~ bnP(t - nT) sin wet, (59) 
n n 

where {an} and {bn} are the in-phase and quadrature data streams, 
liTis the symbol rate,p(·) is a bandlimited pulse, and We is the radian 
carrier frequency. The signal s(t) can be written as the real part of the 
complex analytic signal 

§(t) = ~ dnP(t - nT)e jwct
, (60) 

n 

where 
dn = an + jbn. 

Recall that a signal is analytic if it only has power at positive (or 
negative) frequencies. I5 The analytic signal with positive frequency 
content is 

§(t) = s(t) + js(t) , (61) 

where s(t) is the Hilbert transform of s(t). We now describe the output 
signal when s(t) is transmitted through a linear passband channel that 
is band-limited with impulse response 

(62) 
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where Xl (t) and X2(t) are real. If we denote the Fourier transform of 
x(t) by 

X(W) = I X(w) I ej;{,X(w), (63) 

then the in-phase pulse response, XI(t), and the quadrature pulse 
response, X2(t), are given by 

xdt) = 100 

IX(w + We) I sin[4X(w + We) + wt] dw. (64) 
2'7T 

We 

Thus, XI(t) and X2(t) are determined by the positive spectral content 
of the real pulse x(t). In general, the baseband pulses XI(t) and X2(t) 
are unrelated [except through (64)], but if the transfer function X(w) 
has even amplitude symmetry and odd-phase symmetry about the 
carrier frequency, then X2(t) = o. Also note that, in general, Xl (t) and 
X2(t) are not a Hilbert transform pair. 

Given the in-pulse and quadrature pulses XI(t) and X2(t), we define 
the analytic pulse 

x(t) = 2[XI(t) + j X2(t) ]e jwel 

= 2xB(t)e jwcl
, 

(65) 

(66) 

where, as noted above, the complex baseband-equivalent pulse, XB(t) 

== xdt) + jX2(t), is not necessarily analytic. The pulse XB(t) has a 
Fourier transform X(w + We), W > -We; i.e., the transform is the positive 
frequency portion of X(w) shifted down to the origin. The channel 
output signal, s(t) ~ x(t), is of course the Re[§(t) ~ x(t)], and we have 
that 

n 

where we have allowed the transmitted pulse, p(t), to be "complex." 
By a complex transmitted pulse we mean that the pulse input is a two
dimensional vector and a cross-coupled operation defines the filter; 
i.e., if the filter input is the two-tuple vector (Zl(t), Z2(t)), which we use 
to define an equivalent complex signal i(t) = Zl(t) + jZ2(t), then the 
output vector is ii(t) = p(t) ~ i(t), where the outputs, UI(t) and U2(t), 

are the real and imaginary parts of ii(t). 
At the receiver, coherent quadrature demodulation by coswet and 

sinwet, followed by low-pass filtering, provides the in-phase and quad
rature signals; these component signals can also be derived by forming 
the two-tuple vector composed of the in-phase and quadrature signals 
(the latter signal is simply the Hilbert transform of the received signal), 
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and "rotating" the two tuple by Wet radians. I6 This latter operation 
corresponds to simply multiplying (67) by exp( -jwet); i.e., the de
modulation signal, f(t), is given by 

(68) 
n 

where the baseband equivalent pulse 'B(t) == jj(t) e XB(t). 
Thus, given the channel x(t), we see that from a linear distortion 

viewpoint, the system is characterized by the (equivalent) baseband 
pulse 'B(t) = jj(t) e XB(t). If the demodulated signal, f(t), is further 
filtered, or equalized, by a lattice-type fIlter,t g(t), the overall pulse 
shape will be jj(t) e XB(t) e g(t). 

To summarize, we have illustrated the convenience of complex 
notation for representing in-phase and quadrature passband signals in 
terms of the equivalent baseband channel and, explicitly, the carrier 
frequency. Receiver operations of demodulation and lattice equaliza
tion are then easy to visualize and are compactly described as complex 
multiplications and convolution, respectively. 
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