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Source Coding for a Simple Network 

By R. M. GRAY and A. D. WYNER 

(Manuscript received March 15, 1974) 

We consider the problem of source coding subject to a fidelity criterion 
for a simple network connecting a single source with two receivers via a 
common channel and two private channels. The region of attainable rates 
is formulated as an information-theoretic minimization. Several upper 
and lower bounds are developed and shown to actually yield a portion of 
the desired region in certain cases. 

I. INTRODUCTION 

1.1 Informal statement of the problem 

To fix ideas, let us consider the following problem. Suppose that we 
are given a data source whose output is a sequence U1, U 2, ••• , that 
appears at the source output at the rate of 1 per second. The {Uk} 1 
is a sequence of independent copies of the discrete random variable 
U, with probability distribution Pr {U = u} = Q (u), u E 'U a finite 
set. Our task is to transmit this data sequence over a communication 
channel having a capacity of C bits per second so that it is represented 
at the output as VI, V2, ••• , E'U. We assume that the data are trans-
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and U.S. Navy Contract N0014-67-A-112-004. Parts of this work were performed 
while A. D. Wyner was visiting Stanford University with the partial support of the 
ISL Stanford Affiliates. 
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mitted over the channel in blocks of length n, and allow processing at 
both the channel input and output (encoding and decoding) . We define 
the "error rate" as 

(Ia) 

where 

d ( u) = 10' u = u, H U, I -.I! A 
, U r- U, 

(Ib) 

is the Hamming metric. Thus, A is the average fraction of data digits 
delivered in error. 

The question we pose is: What is the smallest capacity e such that 
(for n sufficiently large) we can transmit the data through the channel 
and achieve an arbitrarily small A? The well-known answer to the 
question is that the minimum capacity e is the entropy H (U), de
fined by· 

H(U) = - L Q(u) log Q(u). (2) 
uE'U 

N ow consider the case where the random variable U is a pair (X, Y) 
where x E X and y E 'Y. We have 

Q (u) = Q (x, y) = Pr {X = x, Y = y}, 

and 

R(U) = H(X, Y) = - L Q(x, y) log Q(x, y). 
X,l/ 

Setting 0 = (g, Y), A [as defined in (I) ] is the fraction of p~irs 
delivered in error. Thus, we conclude that H (X, Y) is the minimum 
channel capacity required to transmit the source output {(X k, Y k) } 
with the error rate A arbitrarily small. 

Next, let us assume that, as above, U = (X, Y), but that it is only 
required to transmit the sequence {Xk } through a channel having a 
capacity e1, and to deliver it at the channel output as {gd. Let 

be the error rate for a system with block coding of block length n. 
The special assumption here is that the random sequence {Yd~=l is 
available to the encoder and the decoder. See Fig. 1. 

* All logarithms in this paper are assumed to be taken to the base 2. 
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....------0 {Xk} 
~...;.--~ 

SOURCE 

Fig. I-Source coding with side information. 

Again we ask: What is the minimum capacity C1 required to trans
mit {X d with .1x arbitrarily small (with n sufficiently large)? The 
answerl,2 is that the minimum C1 is the "conditional entropy," 
H (X I Y), defined by 

H(XIY) = - L: Q(x,y)logQ(x,y) 
X,Y Qy(y) 

- L: Qy(y)[L: QXIY(x I y) log QXIY(x I y)], (3a) 
y x 

where 
Qy (y) = Pr {Y = y} L: Q(x, y) (3b) 

l:EX 

and 

QXly(xly) = Q(x, y) = Pr {X = xl Y = y}. 
Qy(y) 

(3c) 

Note that H(XI Y) + H(Y) = H(X, Y). 
Let us remark that the above still holds if, instead of deliver

ing {Yd to the decoder, we delivered a sequence {1\}, where 
.1y = E(l/n)L:~=ldH(Yk, 1\) can be made arbitrarily small. Thus, 
the capacity of the "side channel" must be at least H(Y). 

Finally, we turn our attention to the problem to which this paper is 
devoted. Let the source output be {(X k, Y k) } :=1, as above. We assume 
here, however, that there are two receivers. Receiver 1 is interested in 
obtaining a reproduction {X k} of the sequence {X k}, and receiver 2 is 
interested in obtaining a reproduction {Yk} of the sequence {Y k}. 
Assume further that a network consisting of three channels is avail
able, as in Fig. 2. The first of these channels is a "common" channel 
(with capacity Co) that connects the transmitter to both receivers, and 
the other two are "private" channels that connect the transmitter to 
each of the two receivers (with capacities C1 and C2). Assuming that 
we use block coding with block length n, the error rates are 

SOURCE CODING 1683 



{(Xk. Ykl} 
....-----, ....----"--..., 

PRIVATE CHANNEL 
TO RECEIVER 1 

COMMON CHANNEL 
TO RECEIVERS 1 AND 2 

PRIVATE CHANNEL 
TO RECEIVER 2 

Fig. 2-Source coding for a network. 

and 

(4b) 

We say that a "rate-triple" (Ro, R1, R2) is achievable if, for any triple 
of channel capacities (Co, C1, C2) for which Ci > Ri (i = 0, 1, 2) and 
any E > 0, transmission over the network of Fig. 2 (with these 
capacities) is possible (with n sufficiently large) with Ax, Ay ~ E. 

Our problem is the determination of the set (R of achievable rate-triples. 
Before stating our results, we digress to give a formal and precise 

statement of the problem as well as some other specialized information. 
This digression can be omitted by the casual reader. 

1.2 Digression-tormal statement ot the problem 

Let {(X k, Y k) } k=1 be a sequence of independent drawings of a pair 
of random variables (X, V), X E x, Y E 'Y. X and 'Yare finite sets 
and Pr {X = x, Y = y} = Q(x, y), x E X, y E 'Y. The marginal 
distributions are 

Qx(x) = L Q(x, y) 
vE'Y 

and Qy(y) = L Q(x, y). 
xEX 

Often, when the random variables are clear from the context, we write 
Qx(x) 9,8 Q(x), etc. Define, for m = 1, 2, "', the set 

1m = to, 1,2, "',m -I}. (5) 

An encoder with parameters (n, M 0, M 1, M 2) is a mapping 

(6) 
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Given an encoder, a decoder is a pair of mappings 

f1X ): 1Mo X 1Ml ---..,. xn 
f1Y

): 1Mo X 1M2 ---..,. cyn. 

(7a) 

(7b) 

An encoder-decoder with parameters (n, Mo, M 1, M 2) IS applied as 
follows. Let 

where 

and 

Then let 
A (X) X = fD (80,81), 

Y = f}P (80, 8 1). 

The resulting error rate is 

.1 = max (.1x, .1y), 

where 

(8a) 

(8b) 

(8c) 

(9a) 

(9b) 

(9c) 

d H (·,·) is defined by (lb), and X k , Yk are the kth coordinate of X 
and Y, respectively. The Hamming distance D H(U, v) between the 
n-vectors U and v is the number of positions in which U and v differ. 
Thus, .1x = E(l/n)DH(X, Y) and .1y = E(l/n)DH(Y, V). 

The correspondence between the encoder-decoder pair (or "code") 
as defined here and the communication system of Fig. 2 should be 
clear. Note that the capacities of the channels in that diagram must 
be at least C i = (lin) log2 Mi (i = 0, 1, 2). 

A triple (Ro, R1, R2) is said to be achievable if, for arbitrary 
E > 0, there exists (for n sufficiently large) a code with parameters 
(n, Mo, Ml ,M2) with Mi ~ 2n (Ri+ e), i = 0,1,2, and error rate Ll ~ E. 

We define CR as the set of achievable rates. Our main problem is to 
ascertain the region CR. 

It follows from the definition that CR is a closed subset of Euclidean 
three-space and the CR has the property that 

(R o, R 1, R2) E CR ---..,. (R o + EO, Rl + El, R2 + E2) E CR, (10) 
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Ei ~ 0, i = 0, 1, 2. The region (R is therefore completely defined by 
giving its lower boundary CR, where 

ffi ~ {Ro, R l, R 2) E (R: (i?o, i?l, i?2) E (R, 

i?i ~ Ri(i = 0, 1, 2) ~ i?i = Ri(i = 0, 1, 2)}. 

It follows immediately that ffi too is closed. 

(11) 

It can also be verified by a simple "time-sharing" argument that (R 

is convex (see appendix). This leads us to the following equivalent 
formulation of the problem. Let ai ~ 0, i = 0, 1, 2 be arbitrary. Then 
define 

Tl(ao, aI, a2) = min (aoR o + alRl + a 2R 2). 
(Ro.R1.R2) Em 

Then it follows from the convexity of (R that the lower boundary ill 
is the upper envelope of the family of planes L5ai R i = Tl(ao, aI, a2). 

We can think of T 1(ao, aI, a2) as the minimum cost of transmitting, 
using a code with rate-triple (Ro, R 1, R 2) over the network of Fig. 2, 
when the cost of transmitting a bit per second over the common channel 
is ao and the costs of transmitting a bit per second over the private 
channels to receivers 1 and 2 are a1 and a2, respectively. Now, since 
information sent over the common channel (in Fig. 2) can alternatively 
be sent over both private channels, it is never necessary to consider 
the case where the sum of the costs of a bit per second on the private 
channels a1 + a2 < ao, the cost of a bit per second on the common 
channel. Similarly, we need never consider the cases where a1 > ao, or 
a2 > ao, since information transmitted over a private channel can 
alternatively be sent over the common channel. Since we can nor
malize ao as unity, the following theorem should be plausible. A com
plete proof is given in the appendix. 

For R = (Ro, R 1, R 2) satisfying Ri ~ 0, and 0: = (aI, a2) arbitrary, 
let the "cost" be defined by 

C (0:, R) = R o + a 1R 1 + a 2R 2. (12) 

With 0: held fixed, let 

T(o:) = min C(o:, R). (13) 
REm 

The indicated minimum exists because (R is closed. For 0: arbitrary, 
let S(o:) be the set of R E (R that achieve T(o:) = C(o:, R). 
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Theorem 1: 

(i)ffi c U S(~), 
~Ea. 

(ii) U SeQ!) c <R, 
~Ea.' 

where the boundary (R is defined in (11), a is the set of a = (aI, a2) that 
satisfy 

and a' is a with the elements (0, 1) and (1, 0) deleted. 

Remarks: 

(1) (0, 1) and (1, 0) are the only pairs in a with zero elements. Thus, 
a and a' are nearly identic~l. 

(2) The theorem implies that CR is upper envelope in (R o, R I, R2)
space of the family of planes defined by 

Ro + alR I + a2R2 = T(a), 
~E a. 

1.3 Upper and lower bounds on <R 

1.3.1 Lower bounds 

We can immediately give some lower bounds to the region ffi. We 
state them as 

Theorem 2: If (R o, R I, R 2) E ffi, then 

(a) Ro + RI + R2 ~ H(X, Y), 

(b) Ro + RI ~ H(X), 

(c) Ro + R2 ~ H(Y). 

Proof: Suppose that (R o, R I, R2) E ffi. Then, for arbitrary E > 0, we 
can (for sufficiently large block length n) reproduce {X d, and {Y d 
with arbitrarily small Ax, Ay, with capacity triple (in Fig. 2) 

(Co, C1, C2) = (Ro + E, Rl + E, R2 + E). 

That is, with a code with Mi = 2nCi , i = 0, 1, 2. 
Since the total capacity of the three channels is Co + C 1 + C 2, we 

must have 
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Letting e ~ 0, we have established (a). Inequality (b) follows in an 
identical way on observing that the common channel (with capacity 
Co) and the private channel to receiver 1 (with capacity C1) together 
transmit {X d. Inequality (c) follows, similarly. 

Let us remark that inequality (a) is an expression of the fact that 
a communication system with the constraints imposed in Fig. 2 
cannot perform better than in the "best of all possible worlds" situa
tion in which the receivers can collaborate. It is therefore called the 
"Pangloss bound." The set of triples (Ro, R 1, R2) that satisfy L5Ri 
= H(X, Y) are called the "Pangloss plane." Corresponding to rate
triples that lie on the intersection of (R and the Pangloss plane, the 
approximately H(X, Y) bits per second that characterize {Xk' Yd 
can be split up into three parts (corresponding to the information 
transmitted over the three channels in our network) such that {X k, Y k} 
can be essentially perfectly reconstructed by the three receivers in the 
network. In this situation, the information transmitted over the com
mon channel represents a kind of "core" process. Furthermore, the 
smallest R o, such that (R o, R 1, R 2) E (R and lies on the Pangloss plane 
(for some R 1, R 2), can be thought of as a measure of the "common 
information" of {X k} and {Y k}. This point is explored thoroughly in 
Ref. 3. 

1.3.2 Some easily achievable rate-triples 

We now assert that certain rate-triples are achievable. 

Theorem 3: The following triples belong to (R: 

(A) Ro = H(X, Y), Rl = R2 = ° 
(B) Ro = 0, Rl = H(X), R2 = H(Y) 

(C) Ro = H(Y), Rl = H(X! Y), R2 = ° 
(D) Ro = H(X), Rl = 0, R2 = H(Y!X). 

Proof: To achieve (A), simply transmit {(X k, Y k)} over the common 
channel (and do not use the private channels). To achieve (B), trans-
m~+- {V } "nd f v 1 O .. Tn ... the pr;nnto nhnnnol<:! +0 rO{loi"trorQ 1 !:Inri ? J.J.J.\J ..l.l..k as.!. t.L kJ V v.&. '&'VUJ v V '"'" V"-J V '-'''''-' .... '''' ......... -. _ ............ ~, 

respectively (and do not use the common channel). To achieve (C), 
transmit {Y k} over the common channel (requiring a capacity of 
about H (Y)), and deliver { 1\} to receiver 1 to use as side information 
for transmitting {X k} over the private channel to receiver 1. This will 
require a capacity of about H (X! Y) . We do not use the private channel 
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to receiver 2. Triple" (D) can be achieved as in (C) by reversing to roles 
of X and Y. 

Let us remark that points (C) and (D) lie on the Pangloss plane 
(i.e., they satisfy relation (a) of Theorem 2 with equality), since 
H(X) + H(YIX) = H(Y) + H(XI Y) = H(X, Y). Furthermore, be
cause of the convexity of ffi, all triples that are linear combinations of 
triples (A) to (D) are also members of ffi. The situation is summarized 
in Fig. 3. The plane labeled" (a)" in the figure is the Pangloss plane 
defined by Ro + Rl + R2 = H(X, Y). Theorem 2(a) states that the 
region ffi (and therefore its lower boundary ffi) lies above this plane. 
Similarly, Theorem 2 (b, c) states that ffi and ffi lie above the planes 
labeled" (b)" and" (c)" in Fig. 3. 

N ow the points labeled "A," "B," "C," and "D" in the figure are 
points (A) to (D) respectively in Theorem 3. As we mentioned pre
viously, points C and D (as well as A) lie on plane a. Thus (from the 
convexity of ffi), the triangle ADC lies in ffi and must therefore be part" 
of the lower boundary ffi. Further, since points D and B lie on plane b, 

RO 

A 

Fig. 3-Estimates of rate-region CR. 
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the line DB is part of m. Similarly, line BC is part <R. Finally, since 
points B, C, and D are achievable, so are the points on the triangle 
BCD. Thus, the only unknown part of the lower boundary m lies in the 
(upside-down) triangular pyramid with base BCD and apex at point 
E (the intersection of planes a, b, c). The coordinates of point E are 
easily seen to be (Ro, R 1, R 2) = [leX; V), H(XI V), H(YIX)]' 

Let us remark here that there is one special source distribution 
Q(x, y) for which point E is achievable. t In this case, the entire bound
ary region (R lies on planes a, "b, c. This special case is when X, Y can 
be written X = (X', V), Y = (Y', V), where X' and Y' are condi
tionally independent given V. Then leX, Y) = H(V), H(XI Y) 
= H(X'IV), H(YIX) = H(Y'IV), so that point E is Ro = H(V), 
Rl = H(X'I V), R2 = H(Y'I V). Clearly, if, in the system of Fig. 2, 
we transmit V over the common channel and X' and Y' over the two 
private channels, we can reconstruct X = (X', V) at receiver 1 
and Y = (Y', V) at receiver 2. This requires a capacity triple 
Co = H(V) + E, C1 = H(X'IV) + E, C2 = H(Y'IV) + E (E > 0 
arbitrary), so that point is in fact achievable. 

We now give a characterization of the region <R (and therefore of ffi) 
in terms of information theoretic quantities. This characterization is, 
in fact, the main result. 

1.4 Characterization ot ffi.-the main result 

Suppose we are given Q(x, y), x E ~, y E 'Y, an arbitrary prob
ability function, where ~, 'Yare finite. Let (9 be the family of prob
ability functions p(x, y, w), where x E ~, y E 'Y, w E W, and W is 
another finite set, for which 

L p(x, y, w) = Q(x, y), x E ~,y E 'Y. (14) 
wEW 

Each p E (9 defines discrete random variables X, Y, W in an obvious 
way. For each p E (9, define the subset of Euclidean three-space 

<R(p) = {(Ro, R1, R2): Ro ~ leX, Y; W), Rl ~ H(XI W), 
R2 ~ H(YIW)}, (15a) 

and then let 
<R* ~ (U <R (p»)c, 

pE<P 
(15b) 

t M. Kaplan has shown that, in' fact, this special case is the only one for which 
point E is achievable. 
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where ( )c denotes set closure. Then our main result (the proof of 
which is given in Section III) is 

Theorem 4-: CR = CR*. 

Remarks: 

(1) Let us define CPT as the family of "test channel" transition proba
bilities. That is, CPT is the family of all Pt(w I x, y) (x E X, Y E 'Y, wE W), 
where W is a finite set, and for each (x, Y), pt(wlx, y) is a probability 
function on W. Corresponding to each Pt E CPT, we have p(x, y, w) 
= Q(x, y)pt(wlx, y) E CP. Further, for each P E CP, we have pt(wlx, y) 
= [p(x, y, w)/Q(x, y)] E CPT. Thus CP is in 1-1 correspondence with CPT. 

(2) Since CR is convex, Theorem 4 implies that CR* is convex also. 
(3) Theorem 4 can be invoked to show that T(a) defined in (13) is 

also given by 

T(a) = inf [leX, Y; W) + a1H(XI W) + a2H(YI W)]. (16) 
PE<P 

Thus, from Theorem 1, the lower boundary (R, and therefore CR, is 
essentially determined by T(a) given by (16). 

(4) Theorems 2 and 3 can be verified easily by using Theorem 4. 
Thus, if (Ro, R1, R2) E CR, from Theorem 4 for arbitrary E > 0 we can 
find a triple of random variables X, Y, W such that 

Ro + Rl + R2 ~ leX, Y; W) + H(XIW) + H(YIW) - E 

= H(X, Y) + [H(XI W) + H(YI W) - H(X, YI W)] - E 

~ H(X, Y) - E -+ H(X, V), as E -+ O. (17) 

This is Theorem 2(a). The second inequality in (17) follows from the 
fact that the entropy of a pair of random variables is less than the sum 
of the respective entropies. Part (b) of Theorem 2 follows from 

leX, Y; W) + H(XIW) = leX; W) + I(Y; WIX) 
+ H(XIW) ~ leX; W) + H(XIW) = H(X). (18) 

The first equality in (18) follows from a standard identity [Ref. 4, 
Eq. (2.2.29)]' 

Theorem 3 follows from Theorem 4 on taking W as follows: (A) 
W = (X, V), (B) W = 0, (C) W = Y, (D) W = X. 

(5) Although Theorem 4 characterizes CR and ffi by an information 
theoretic minimization, it must be emphasized that the minimization 
is not, in general, easy. In fact, there is no nontrivial case for which 
we have succeeded in calculating the entire boundary CR analytically. 
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Its major utility at this point has been in finding upper bounds on (R 
by guessing at a p or Pt and calculating the corresponding triple 
[leX, Y; W), H(X! W), H(Y! W)], which must lie above at. See the 
example below. The problem of computation of (R both analytically 
and numerically is still open. t 

(6) For P E <P, we can define the quantities 

(jXII(W) = Pr {X = x, Y = y!W = wI, xE ~,yE 'Y,wEW, 

which can be thought of as the transition probabilities of the "backward 
test channel." For a given (x, y), we can think of {jXY = (jx,y(W) as a 
random variable. Of course, {jXII must satisfy 

{jXY ~ 0, (19a) 

L (jXY = 1, (19b) 
X.V 

and 
E{jxlI = Q(x, y), (19c) 

where the expectation is taken over the distribution for W. Further, 

leX, Y; W) = H(X, Y) - H(X, Y!W) = H(X, Y) 
1 

- E L {3XY log R' (20a) 
x,y /Jxy 

H (X! W) = E L (j~1) log ,Q~1) , 

x /Jx 
H(YI W) = E L (3~2) log ,Q~2)' (20b) 

Y /J1I 

where 

(3~1) = L {3XY = Pr {X = x I WI, and (3~2) = L {jXY 
II x 

= Pr {Y = y! WI, (20c) 

and the expectation is taken over the distribution for W. Using this 
idea, it is possible to characterize, for example, T(a) as follows (see 
Ref. 3, for a precise proof of this characterization). Given Q(x, y), 
x E ~, y E 'Y, define ill as the family of collections of random vari
ables, {{3XYI, x E ~, y E cy, which satisfy (19). Then 

T(a) = min [leX, Y; W) + cxIH(XI W) + cx 2H(YI W)], 

t One reason for the difficulty is that I (X, Y; W) + a1H (X I W) + a2H (Y I W) is 
apparently neither convex nor concave in pt. 
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where J(X, Y; W), H(XIW), H(YIW) are given by (20) and the 
minimum (which can be shown to exist) is over all sets {.BXy} in ill. 

This characterization may have value in the computation problem, 
since the quantities in (20) are linear functions of the joint distribution 
function for the {.BXy} and the constraints of (19) are also linear in
equalities in this distribution function. Thus, calculation of T (a) is a 
linear programming problem. 

(7) If p E (f> is such that X and Yare conditionally independent 
given W, then H(X, YI W) = H(XI W) + H(YI W). Thus, with 
Ro = J(X, Y; W), Rl = H(XI W), R2 = H(YI W), 

Ro + Rl + R2 = H(X, Y) - H(X, YI W) + H(XI W) + H(YI W) 

= H(X, Y), 

and (Ro, R 1, R 2) E CR and lies on the Pangloss plane. Reference 3 
shows that this class of triples (corresponding to apE (f>, with X, Y 
conditionally independent given W) completely characterizes the inter
section of CR and the Pangloss plane. 

1.5 An example 

As an example of the preceding, let us consider the special case where 
the source is the "doubly symmetric binary source" (DSBS), where 
X = 11 = to, 1}, and 

Q(x, y) = !(1 - po)OX,y + !Po(1 - OX,y), x, y = 0,1, (21) 

and the parameter po satisfies 0 ~ po ~ !. We can think of X as being 
an unbiased binary input into a binary symmetric channel (BSC) with 
crossover probability po, and Y as being the corresponding output, 
or vice versa. To get a clearer picture of the set of achievable rates CR, 
let us restrict ourselves to the plane in (R o, R 1, R 2)-space, where 
Rl = R 2• The intersection of CR and this plane can be plotted in a two
dimensional picture. 

Let us first take a look at the implications of Theorems 2 and 3. In 
this source, 

H(X) = H(Y) = 1, H(XI Y) = H(YIX) = h(po) 

and 
H(X, Y) = H(X) + H(YIX) = 1 + h(po), 

where 
h(X) = - X log X - (1 - X) log (1 - X), o ~ X ~ 1 (22) 

is the entropy function. [We take h(O) = h(1) = 1.J With Rl = R2, 
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Theorem 2 yields 

Ro + 2 Rl ~ 1 + h(po), 

Ro + Rl ~ 1. 

(23a) 

(23b) 

Thus, CR and therefore the lower boundary ffi must lie above the lines 
labeled a and b in Fig. 4. 

Now Theorem 3 implies that points A[Ro = 1 + h(po), Rl = OJ, 
and B (Ro = 0, Rl = 1) are achievable, so that any point on the line 
connecting them is also achievable. But we can do better. Let us drop for 
a moment the requirement that Rl = R2. From Theorem 3, C and D, the 
points [Ro = 1, Rl = h(po), R2 = OJ and [Ro = 1, Rl = 0, R2 = h(Po)J 

1 - h(Po) = H(X, y) A 

c 
a: 

Fig. 4-Estimates of rate-region <R for the DSBS. 

B 

1 = H(x) 
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are achievable. Thus, the point in (Ro, RI, R2)-space halfway between 
them is also achievable. But this point, 

satisfies RI = R2, and is therefore of interest to us now. Point F in 
Fig. 4 is therefore achievable, and therefore so are line segments AF 
and FB. But line segment AF coincides with line a, so that it must be 
on the boundary CR. SO far, the unknown part of the boundary curve 
ffi lies in triangle FHB. We can do better, however, by using Theorem 4. 

Theorem 4 asserts that any triple in <R (p), P E (P, is achievable. We 
therefore guess at apE (P that defines random variables X, Y, W, 
and then assert that the triple Ro = leX, Y; W), RI = H(XI W), 
R2 = H (Y I W) is achievable. Since we choose apE (P such that 
RI = R2, this triple is of interest in our present discussion. The p E <P 
we have chosen is (with OW = to, I}) given by Table I. The quantity 
PI = ! (1 - ~I - 2 Po). One way of characterizing p is to think of W 
as an unbiased binary input and X, Y the respective outputs of two 
independent BSC's, each with crossover probability Pl. Note that 
these two BSC's in cascade are equivalent to a single BSC with cross
over probability, 2PI(1 - PI) = po. 

With X, Y, W so defined, X, Yare conditionally independent given 
W, so that (R o, RI, R2) lies on the Pangloss plane. [See remark (6) 
following Theorem 4.J We have 

Ro = leX, Y; W) = H(X, Y) - H(X, YI W) 

= I + h(po) - 2h(PI), 
RI = R2 = H(XI W) = h(PI). (24) 

This is point G in Fig. 4. Line segment AG is therefore on the boundary 
ffi. From these simple arguments, we see that the unknown part of 
the boundary ffi lies in the triangle G H B. 

To obtain a still tighter bound on (R, we employ the same technique 
as above-i.e., "guessing" at apE (P and then deducing that <R (p) 

Table I 

~y 00 01 10 11 

0 !(1 - pI)2 !pI(l - PI) !PI(l - PI) !p~ 
1 !p~ !pI(l - PI) !pI(l - PI) !(1 - PI)2 
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Table II 

~y 00 01 10 11 

0 1 ( po) "2 1-/3-2 PO/4. PO/4. ~ (~-~) 
1 ~ (~-~) PO/4. POI4. 1 ( po) "2 1-/3-2 

~ ffi. Let fj be a parameter for which 

PI = ! (1 - ~1 - 2po) ~ fj ~ !. (25) 

Then let OW = to, I}, and p(x, y, w) be given by Table II. Then the 
triples (Ro, R 1, Rz ) E ffi, where 

Ro = leX, Y; W) = H(X, Y) - H(X, Y! W) 

= 1 + h (po) + ~ (1 - fj - ~o ) log ~ (1 _ fj _ ~o ) 

+ po 100" po + ! (fj _ po) log! (f3 _ po ) 
2 0 4 2 2 2 2 

(26a) 

and 
RI = R2 = H(X! W) = H(Y! W) = hem. (26b) 

For {1 = PI, the triple of (26) coincides with that of (25), i.e., point G 
in Fig. 4. For f3 = !, the triple of (26) is Ro = 0, RI = R2 = 1, i.e., 
point B of Fig. 4. As f3 increases from PI to l, the family of rate-triples 
of (26) generate a curve c, which lies below the line GB and therefore 
constitutes a tighter upper bound on CR. We conclude that the unknown 
portion of ffi lies in the shaded region in Fig. 4. 

In Section 2.5 we give some insight into how we "guessed" at these 
distributions P E <P. 

II. GENERALIZATION TO A FIDELITY CRITERION 

In this section we formulate a generalization of the problem of Sec
tion I in which we require that the source sequences {X k} and {Y k} 
be reproduced to within a specified fidelity criterion and not, as in 
Sectiun I, el::ll::lentially perfectly. The pruufs of the main theorems ap
pear in Section III. 

2.1 Definitions and formulation of the problem 

Let {(X k , Y k ) }k=l be a sequence of independent drawings of a pair 
of random variables X E x, Y E 'Y, where the "source alphabets" 
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x and cy are either discrete sets, the reals, or arbitrary measurable 
spaces. We assume that we are given a probability law that defines 
(X, Y). If X and cy are discrete, then we write 

Q (x, y) = Pr {X = x, Y = y}, x E X, y E cy. 

If X, cy are the rea]s, then (X, Y) may be defined by a probability 
density Q(x, y), - 00 < x, y < 00. For arbitrary measurable X, cy, 
the pair (X, Y) is defined by a probability measure Q on X X cy. The 
marginal distribution for X, Y will be defined similarly by Qx, Qy 
respectively. 

As in (5), define the set 1m = {O, 1,···, m - I} for m = 1,2,···. 
An encoder with parameters (n, M 0, M 1, M 2) is [as in (6) ] a mapping 

(27) 

We assume that the sequences {X k} and {Y k} are to be reproduced as 
sequences of elements of sets fr: and 1J, respectively, called "repro
ducing alphabets." Thus [as in (7)], corresponding to a given encoder, 
a decoder is a pair of mappings 

11X
): 1Mo X 1Ml ~ fr:n, 

IjP: 1Mo X 1Ml ~ 1Jn. 
(28a) 

(28b) 

Let us adopt the convention of denoting n-vectors with bold-face 
type (either upper or lower case) and the components as the same sub
scripted letter in ordinary type. For example, u = (U1, ... , Un). 

An encoder-decoder with parameters (n, M 0, M 1, M 2) is applied as 
follows. Say 

(29a) 

where X E xn, Y E cyn, and (So, S1, 8 2) is a triplet of indices. Then set 

A (Y) Y = ID (So, S2), (29b) 

where X E fr:n, Y E 1Jn. The encoder-decoder is said to have average 
distortion (~x, ~y), where 

~y = ED 2(Y, Y), (30a) 

and the single-letter distortion functions are defined by 

1 n 
D1(x, i) = - L d1 (xk, Xk), (30b) 

n k=l 
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x E ~n, X E xn, y E cyn, Y E cyn, and dl (·, .) is a given nonnegative 
per-letter distortion function for the X-receiver and d2(·, .) is a given 
nonnegative per-letter distortion function for the Y-receiver. An 
encoder-decoder with parameters (n, M o, M I , M 2) with average dis
tortion (~x, .£ly) is said to be it code (n, M o, M I , M 2, .£lx, .£ly). 

A rate-triple (Ro, R I, R 2) is said to be (.£ll' .£l2)-achievable if, for 
arbitrary E > 0 and n sufficiently large, there exists a code 
(n, M o, M I , M 2, .£lx, .£ly) with 

i = 0,1,2, 
and 

The set of all (.£ll, .£l2)-achievable rate-triples is called m(.£ll, ~2). Our 
main problem is to ascertain m (.£ll' .£l2), .£ll, .£l2 ~ o. Clearly, this gen
eralized problem reduces to the problem of Section I, if ~ = X, 
cy = 'Y, dl = d2 = dH , and .£ll = .£l2 = o. As in Section I, the region 
m(.£ll' .£l2) is completely defined by the boundary (R(~l' .£l2), where 
(R = m(.£ll, .£l2) is defined in (11). Further, we show in the appendix 
that m(.£ll, .£l2) is convex and that Theorem 1 holds with m = m(.£ll' .£l2). 

2.2 Rate-distortion functions and conditional rate-distortion functions 

A major tool in this study is rate-distortion theory. Specifically, 
joint, marginal, and conditional rate-distortion functions (or simply 
"rates") are used both in evaluations and bounds. These functions 
and their properties are dealt with in Refs. 1, 4, and 5. Here we only 
summarize some pertinent definitions and properties. 

The marginal, joint, and conditional rates are defined as follows. 
Consider first the case where the alphabets ~, X, cy, 'Y, are finite and 
Q(x, y), Qx(x), Qy(y) are probability functions. Then the (joint) rate
distortion function is defined by 

RXy(.£lI, .£l2) = min I(XY; gV), (31) 

where the random variables g V are defined by a "test-channel" 
qt(i; D I x, y)-Le., a probability function on X X 'Y for every (x, y) 
E ~ X cy. The information in (31) is calculated for the joint distribu
tion 

Pr {X = x, Y = y, g = i, V = D} = Q(x, y)qt(i, Dlx, y). (32) 

The minimum in (31) is taken with respect to all test channels qt such 
that Edl(X, g) ~ .£ll, Ed2(Y, V) ~ .£l2, where the expectations are 
taken with respect to the distribution (32). The minimum always 
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exists. Similarly, the marginal rates are defined by 

Rx(ll l ) = min leX; g), 
q,(x/z) :Edl(Z,X) ~Al 

(33a) 

Ry(1l2) = min I(Y; V), 
q,(u/y) :Ed(Y,:y) ~A2 

(33b) 

where the expressions in (33) are interpreted analogously to that of 
(31). Detailed discussions of these quantities and their significance 
can be found in Refs. 1 and 4. 

Another quantity that plays a crucial role in our study is the "con
ditional rate distortion function." Let ~, 11 be finite, and let Q(x, y) 
be given. Let p(x, y, w) be a probability function on ~ X 11 X w, 
where W is a finite set such that LwP(X, y, w) = Q(x,y). Then 
p(x, y, w) defines a triple of random variables X, Y, W, where the 
marginal distribution for X, Y is Q. The conditional rate-distortion 
functions are defined as 

(34) 

where the minimum (which always exists) is taken with respect to all 
test channels qt(x, y/x, y, w) such that Edl(X, g) ~ Ill, Ed2 (Y, Y) 
~ 1l2• The conditional information in (34) is defined in Ref. 4, p. 21. 
The conditional rates R X / W (ll l ), R Y / W (1l 2) are defined analogously. A 
detailed discussion of conditional rates is given in Ref. 5. Of course, 
these definitions are meaningful if X == W or Y == W. Roughly speak
ing, Rx ,Y/ WeAl, 1l 2) is the channel capacity required to transmit X, Y 
and to reproduce it as g, Y to within an average distortion (Ill, A2) 

when both the transmitter and receiver know W. 
We shall need several properties of the conditional rate-distortion 

function in the sequel. The first is given in Ref. 5. For Il ~ 0, 

R x /w(ll) = min L Pr {W = w}Rx /w=w(llw), (35) 
w 

where Rx / w=w(') is the rate-distortion function calculated for a source 
with outputs x E ~ with probability distribution px/·w(x / w) (the con
ditional probability function for X given W = w). The minimum is 
taken over all sets {llw}wEW such that LwPr {W = w}llw ~ A. 

A second fact of importance is that, say, R x /w(ll) is a continuous, 
convex, nonincreasing function of A for A ~ O. That Rx/ w(ll) is non
increasing follows from the definition. The proof that it is convex 
parallels the proof of the convexity of the ordinary rate-distortion 
functi·on. The continuity of Rx/ w(Il), Il > 0 follows from its convexity. 
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Finally, the continuity of RXI well) at Ll = 0 follows from (35), and 
the continuity of RXIW=w(Ll) at Ll = O. 

A third fact we shall need is that, for any X, WI, W 2, Ll ~ 0, 

RXIWIW2(Ll) ~ RXIW1(Ll). (36) 

This follows from RXIWIW2(Ll) = inf leX; XI W IW 2), where the 
infimum is with respect to test channels qt (x I X, WI, W2) such that 
EdI(X, X) ~ Ll. Included in this class of test channels are those that 
are independent of W2, i.e., qt(xlx, WI, W2) = qt(XIXI, WI). This subclass 
is exactly the class of test channels in the minimization for computing 
R X1W1 (Ll). 

The final property of conditional rates is stated as a lemma below. 
The proof is given in the appendix. 

Let X E X be a random variable with probability distribution 
Qx(x) = Pr (X = x}, where X is a finite source alphabet. Let X be a 
finite reproducing alphabet and let d(x, x) ~ 0, x E X, x E X be a 
distortion function. 

Now let {'Wd~=l be a family of disjoint finite sets and let 
{Pk(X, w) }~=1 be a family of probability distributions on X X 'W k such 
that 

L Pk(X, w) = Qx (x). 
WEWk 

The random pairs (X, W k) are defined by 

Pr {X = x, W k = w} = Pk(X, w), x E X,W E'W k • 

Let RXI wk(Ll), Ll ~ 0 be the corresponding conditional rate-distortion 
function. 

Next, set'W = L~=l'Wk, where L indicates union of disjoint sets. 
Define the probability distribution on X X 'W : 

p*(x, w) = .! Pk(X, w), 
n 

and let (X, W) be the corresponding random pair with conditional 
rate-distortion function RXlw(Ll), Ll ~ O. Clearly, p*(.) is a mixture 
of the n disjoint probability distributions {p,d, with prior probability 
lin. We now state the lemma. 

Lemma 5: For arbitrary {Lld ~=h Llk ~ 0, 
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We note here that all the above is meaningful for the case where 
Q(x, y) is a probability density function or Q is an abstract probability 
measure. We need only make the obvious correspondences between 
discrete distributions and more general probability measures and 
replace "minimum" in (31), (33), (34), and (35) by "infimum." 

We conclude this section by taking a look at the specialization of the 
above to the case where dl = d2 = dH , the Hamming distortion defined 
in (lb), and dl = d2 = 0. Then 

Rxy(O, 0) = H(X, Y), Rx(O) = H(X), Ry(O) = H(Y), 

RXYlw(O, 0) = H(X, YI W), Rx1w(0) = H(XI W), 

Ry1w(0) = H(YI W), 

where the entropy H ( . ) and the conditional entropy H ( . I . ) are defined 
in (2) and (3), respectively. Analogous to the relation 

H(XI Y) + H(Y) = H(X, Y) ~ H(X) + H(Y), (37a) 

which holds for this special case, the following is established in Ref. 5 
for the general case: 

Further, it is shown in Ref. 5, Corollary 3.2, that the left inequality in 
(37b) holds with equality in some neighborhood of the origin {(dl, d 2) : ° ~ dl, d2 ~ 'Y}, provided that 

and dl , d2 satisfy 

Q(x, y) > 0, al1 x E ~, y E cy, 

dl(x, x) > dl(x, x) = 0, x ~ x, 
d2 (y, y) > d2 (y, y) = 0, y ~ y. 

2.3 Characterization of CR(LlI' Ll2)-the main result 

(38a) 

(38b) 

We first state two simple theorems that are generalizations of 
Theorems 2 and 3. The proofs are analogous to the proofs of Section I, 
and are therefore omitted. Theorem 6 (a) is also called the Pangloss 
bound. 

Theorem 6: If (R o, RI, R2) E R(dl, d 2), then 

(a) Ro + RI + R2 ~ RXy(dl, d2)' 

(b) Ro + RI ~ Rx(dl). 

(c) Ro + R2 ~ Ry(d2)' 

SOURCE CODING 1701 



Theorem 7: The following triples belong to CR (dl' d2) : 

(A) Ro = RXY(dl, d2), Rl = R2 = O. 
(B) Ro = 0, Rl = Rx(dl), R2 = RY(d2)' 

It is also possible to generalize Theorem 3(C) and (D), but this must 
await presentation of the main result, which we now give. 

Consider first the case where X, 'Yare finite. Let Q(x, y), x E X, 

y E 'Y be given. Now let (p be the family of probability functions 
p(x, y, w), where x E X, y E 'Y, w E W, OW is another finite set, and 

L: p(x, y, w) = Q(x, y), x E X, y E 'Y. (39) 
wEW 

Thus, (p is exactly as iIi Section 1.4. Now each p E (p defines three 
discrete random variables X, Y, W in the obvious way. For p E (p 

and dl, d2 ~ 0, define the subset of Euclidean three-space 

CR~P)(dl' d2) = {(Ro, R 1, R 2): Ro ~ leX, Y; W?), 

R2 ~ RXI W(dl), R2 ~ R Y1 W(d2)}' (40a) 

Then let 
(40b) 

where ( )c denotes set closure. Since RXIW(dl) and R YIW (,62) are con
tinuous for dl, d2 ~ 0, we conclude that CR* (dl' ,62) is continuous in 
(dl' d2) according to the Hausdorff set metric. This' metric p(SI, S2) 
between two subsets Sl, S2 of a Euclidean space is defined by 

p(SI, S2) = sup inf Ilrl - r211 + sup inf Ilrl - r21i, 
rlESI r2E S 2 r2E S 2 rlESl 

where "·11 denotes Euclidean norm. 
If Q is either a density or a probability measure, then CR* (,61, d2) 

can be defined in an analogous way. In this more general case, we must 
require that the source has the property that there exists an ~E X, 
'J E 11 such that 

(41) 

If X, 'Yare finite, then (41) is always satisfied. We can now state our 
main result. 

Theorem 8: CR(dl, d2) = CR*(dl' d2)' 

Remarks: 

(1) Theorem 8 reduces to Theorem 4 when X, 'Yare finite, d1 = d2 

= dH , and dl = d2 = O. 
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(2) If we define <PT as in remark (1) following Theorem 4 as the set 
of test channels Pt(w I x, y), then <PT is in 1-1 correspondence with <P. 

(3) Since <H(,1l, ,12) is convex, Theorem 8 implies that <H*(,1l, ,12) 
is convex also. 

(4) Since Theorem 1 is valid for <H(,1l, ,12), the present theorem 
implies that T(a), defined in (13) is also given by 

T(a) = inf [leX, Y; W) + alRxlw(Al) + a2Ry1w (,12)]. (42) 
pE<P 

Thus, from Theorem 1, the lower boundary (R(Al' ,12), and therefore 
<H(,1l, ,12), is determined by T(a) given in (42). 

(5) As in remark (4) after Theorem 4, Theorems 6 and 7 can be 
obtained directly from Theorem 8. The steps parallel those in remark 
(4) and will be omitted. We will, however, give the generalization of 
Theorem 3(C) and (D). We state this as follows. The following triples 
(R o, R l , R2) E <H(,1l, A2) : 

(C) Ro = Ry(,12), Rl = RXj:y(,1l), R2 = 0, 

(D) Ro = RX(,1l), Rl = 0, R2 = RYlx(,12), 

where the random variable V is defined by the test channel that 
achieves the infimum in Ry (,12) (assuming that the infimum can be 
achieved; if not, a simple modification is possible), and it is defined 
by the test channel that achieves Rx (,11). In the discrete case, we can 
achieve point (C) as follows. Let p~()11 y) be the test channel that 
achievesl(Y; V) = Ry(,12)' Letw = 11 and let 

P (x, y,)1) = Q (x, y)p~()11 y) E <P. 

The random variables X, Y, V are defined in an obvious way by 
p(x, y, )1). Further, since X, V are conditionally independent given Y, 

leX, Y; V) = I(Y; V) + lex; VI Y) 
= I (Y; V) = Ry(,12)' 

. Also, the conditional rate RYl y (,12) = 0. Thus, from Theorem 8, with 
W = V, we have (Ro, R l , R2) E <H(,1l, ,12) where 

Ro = leX, Y; W) = Ry(,12) 

Rl = RXIW(,1l) = RXly (,1l), 

R2 = RYI W(,12) = o. 
This is point (C). Point (D) is obtained on reversing the roles of X 
and Y. 
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Since CR(.11, .12) is convex, any linear combination of points (A) and 
(B) of Theorem 7 and (C) and (D) above also belongs to CR(.11, .12). 
But there is no guarantee in this case that points (C) and (D) will lie 
on the Pangloss plane. There are cases for which a portion of the 
Pangloss plane is known to be realizable, as is shown in the example 
below. 

2.4 A technique for overbounding CRCAl, A2) 

In this section we present an intuitively sensible ad hoc scheme 
for choosing probability distributions p E CP that yield triples 
[leX, Y; W), RXIW (.11), RyIW (.1 2)] which are often close to or actually 
on the boundary curve ffi (.11, .12). In fact, in many cases this triple 
will lie on the Pangloss plane. 

A natural coding scheme to apply to our network would be to send 
a "coarse" version of the source output (X, Y) over the common 
channel, and then send to each receiver over its private channel only 
the necessary "fine tuning" it needs to meet its fidelity requirement. 
This reasoning leads us to the following family of rate triples that 
belong to CR(.11, .12). Assume for simplicity that a:, 'Y, fr, 11 are finite. 

Let .11, .12 ~ 0 be given. Let {31, {32 satisfy 

{31 ~ .11, (32 ~ .12. 

Now let qt(x, ylx, y) be the test channel that achieves leX, Y; X, Y) 
= RXy({31, (32). Then with W = (X, Y) we have that the triple 
(Ro, R1, R2) E CR(.11, .12), where 

Ro = I (X, Y; W) = Rxy ({31, (32), 
and 

Rl = RXIXy(.11), R2 = RYIXY(.12). (43) 

Note that the rates corresponding to Theorem 7(A) and (B) and to 
points (C) and (D) in remark (5) following Theorem 8 can be gen
erated as special cases of the rate in (43). We do this as follows: 

A : Let ({31, (32) = (.11, .12). 
B: Let {31, (32 be large enough so that RXy({31, (32) = o. Then X, Yare 

degenerate. 
C: Let {31 be large enough so that Rx ({31) = 0, and let {32 = .12. Then 

X is degenerate. 
D: Let {32 be large enough so that R y ({32) = 0, and let {31 = .11. 

The power of this technique is illustrated by the following theorem, 
which asserts that under weak assumption the family of rates given 
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by (43) includes a substantial subfamily that lies on the Pangloss 
bound and therefore on the boundary. 

Theorem 9: Given a source that satisfies 

(i) X = fr, 'Y = 'Y, X, 'Y finite, 

(ii) Q(x, y) > 0, all x E X, y E 'Y, 
(iii) dl(x, x) > dl(x, x) = 0, all distinct x, x E X, and d2 (y, y) 

> d2(y, y) = 0, all distinct y, y E 'Y. 

Then there exists two neighborhoods of the origin 

'11 = {(.1l' .12) : ° ~ .11, .12 ~ a} 

'YJ2 = {({3l, (32) : 0 ~ {3l, {32 ~ b}, 

where ° < a ~ b, such that, if (.11, .12) E 'YJl and ({3l, (32) E 'YJ2, then 

Ro + Rl + R2 = RXy(.1l, .12), 

where (Ro, R l, R 2) is given by (43). 
The theorem can be proved using Shannon lower-bound techniques1 ,5 

and, in particular, the proof is similar to that of Theorem 32 in Ref. 5. 
Since the proof requires the generation of special machinery that is 
only tangential to the main· ideas in this paper, we have elected to 
omit it. 

2.5 Examples 

(A) Our first example will be the DSBS considered in the example 
of Section 1.5. Here X = 'Y = {O, I}, and 

Q(x, y) = ~(1 - Po)ox,v + ~Po(1 - ox,v), x, y = 0,1, (44) 

where the parameter po E [0, !]. The distortion function will be the 
Hamming metric, i.e., dl = d2 = dH , where dH is defined in (Ib). 
Again, as in Section 1.4, we consider only the plane in (R o, R l, R2)
space where Rl = R2 and .11 = .12 = .1. We employ the technique of 
Section 2.4 to obtain an upper bound for m(.1, .1). 

Making use of Ref. 1, pp. 46-50 (Ex. 2.7.2), we have 

R ({j (3) = \1 + h(po) - 2h({3), 0 ~ (j ~ PI 
XY, L(1 - Po) - !{L(2(j - Po) + L[2(1 - (3) - Po]}, 

PI ~ {3 ~! (45a) 
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where 

PI = ! - !~1 - 2po, 

heX) = XlogX - (1- X) log (1- X), 0 ~ X ~ 1, 

L(X) = -X log X, 

(45b) 

(45c) 

(45d) 

Now, from Ref. 1, the random variables X and Y, which s~tisfy 
leX, Y; XY) = Rxy({3, (3) are such that 

Pr {X = x I X = x, Y = 51} = Pr {X = x I X = x} 
= (1 - (3)Ox.i + (3(1 - Ox.i), x, x, 51 = 0, 1 (46a) 

and 

Pr {Y = y I X = x; Y = 51} = Pr {Y = y I Y = 51} 
= (1 - (3)ou.v + (3(1 - ou.v), y, 51, x = 0, 1. (46b) 

Thus, again from Ref. 1 (p. 46, Ex. 2.7.1), for 0 ~ a ~ (3, 

RXlxy(a) = Rxlx(a) = RYlxy(a) = Ryly(a) 
= h({3) - h(a). (47) 

Thus, we conclude that, for arbitrary 0 ~ a ~ {3 ~ !, the triple 
(Ro, RI, R2) E (R(a, a), where Ro = Rxy({3, (3) [as in (45)J, and RI 
= R2 = h({3) - h(a). Let us note that, for 0 ~ .1 ~ {3 ~ PI, these 
rate-triples (Ro, RI, R 2) satisfy 

Ro + Rl + R2 = 1 + h(po) - 2h(Ll) = Rxy(a, a), (48) 

and therefore lie on the Pangloss plane and m(a, .1). One special case 
occurs when .1 = 0, {3 = Pl. This yields the rate-triple of (24)-i.e., 
point G in Fig. 4. In fact, the distribution p(x, y, w) E <P, which we 
guessed at in Section 1.5, was obtained by setting W = (X, Y), where 
X, Yare as above for {3 ~ Pl. 

(B) Our second example is a source where Q (x, y) is a density func
tion and ~, ~, 1/, 11 are the reals. The ad hoc technique used in the 
previous example (A) will work here with obvious modifications. The 
random variables X, Y in this case will be jointly gaussian with EX 
= EY = 0, EX2 = EY2 = 1, and EXY = r, 0 ~ r ~ 1. Thus, the 
density 

1 1 (x2 + y2 - 2rxy) I 
Q(x, y) = 271'(1 _ r2)! exp - 2(1 _ r2) . (49) 

We take the distortion to be dl (·, .) = d2 (·, .), where 

d l (x, x) = (x - X)2, - 00 < x, X < 00. 
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For 0 < {3 < 00, it can be shownl
•
4 that 

1
1 ( 1 - r2) 2 log (j2 , 

Rxy ({3, (3) = ! 1 ( 1 + r ) 
2 og 2{3 - (1 - r) , 

0, 

o ~ {3 ~ 1 - r, 

1 - r ~ {3 ~ 1, 

{3 ~ 1. 

(50) 

Further, the random variables X, . Y which satisfy I (X, Y; X, Y) 
= Rxy({3, (3), 0 < {3 ~ 1 are such that, given X = x, Y = y, X and Y 
are gaussian with . 

E (X I X = x, Y = y) = x, 
E (Y I X = x, Y = y) = y, 

var (X I X = x, Y = y) = var (Y I X = x, Y = y) = {3. 

Thus,I·4 for 0 < il ~ (3 < 1, 

RXlxf(il) = Ry1xf(il) = ! log P.. 
2 il 

Thus, we conclude that, for arbitrary 0 < il ~ {3 ~ 1, the triple 
(Ro, R l, R 2) E (R(il, il), where R o = Rxy({3, (3) [as in (50)J and 
Rl = R2 = ! log {3/ il. Again, observe that for 0 ~ ..1 ~ {3 ~ 1 - r, 

R o + Rl + R2 = ~ log ( 1 ~ r2) = Rxy(il, il), (51) 

and therefore (Ro, R l, R 2) lies on the Pangloss plane and therefore on 
eR(..1, ..1). 

III. PROOF OF THE MAIN RESULT-THEOREM 8 

The proof of Theorem 8 consists of two parts: (i) the "converse" 
part, which asserts that any point in (R (..11, il2) belongs to (R* (..11, il2) 
and (ii) the "direct" or "positive" part, which asserts that any point 
in (R* (ill, il2) belongs to (R(ill' il2)' We give the proof for the case where 
x, 'Yare finite sets. The proof for arbitrary x, 'Y follows in a parallel 
way with integrals replacing sums, etc., in the standard way. We will 
begin with the converse. 

3.1 The converse 

Let (fE, fif>, fjJ» define a code (n, Mo, M l , M z, ilx, ily). We find 
a p*(x; y, w) E (P for an appropriate set OW such that 

( ! log Mo, ~ log M l, ~ log M2) E (R(P*) (ilx, ily) ~ (R*(ilx, ily). (52) 
n n n 
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The converse follows on applying the definition of (AI, A2)-achievable 
rates and applying the continuity of m* as discussed in Section II. 

First, let! E(X, Y) = (So, Sl, S2) where Si E lMi is a random vari
able (i = 0, 1, 2). Then we have 

1 (1) 1 (2) 1 (3) 1 
-logMo ~ -H(So) ~ -l(X,Y;So) = -[H(X,Y) -H(X,YISo)] 
n n n n 

(4) 1 n 

= - L [H(Xk, Yk) - H(Xk, YklSo, Xl, "', Xk-l, Y I , "', Yk- l )]. 
n k=l 

These steps are justified as follows: 

(1) From So ElMo' 
(2) Standard inequality. 
(3) Definition of leX, Y; So). 

(53) 

(4) H(X, Y) = LkH(Xk, Yk) follows from the independence of the 
pairs (Xk , Y k ), k = 1,2, "', n. The rest is also a standard identity. 

Now, for 1 ~ k ~ n, let Wk = (So, Xl, "',Xk- l, Y I , "', Yk- l), a 
random variable belonging to, say, W k, a finite set. t Relation (53) is 
then 

(54) 

Next, let X = !1X )O!E(X, Y). Let Alk = Edl(Xk,itk), 1 ~ k ~ n. 
Then 

We now write 

A 1 
Ax = EDI(X, X) = - L Alk • 

n k=l 

1 (1) 1 A (2) 1 A 

-log MI ~ - H(XI So) ~ - leX; XI So) 
n n n 

(3) 1 n A 

= - L l(X k ; XISo, Xl, "', X k- l ) 
n k=l 

(4) 1 n 
~ - L I (X k ; it k ISo, Xl, ... , X k-l) 

n k=l 

(55a) 

(5) 1 n (6) 1 n 
~ - )' RX;.lTT;.(A llc ) ~ - L RXiclWic(LlllJ, (.5.5b) 

nk=l nk=l 

where V k = (So, Xl, "', X k - l ), and W k = (V k , Y 1, "', Y k - 1) as 
above. These steps are justified as follows: 

t We can, of course, take '~h = IMo X OCk - 1 X 11k- I • 
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(1) Since X is a function of So and SI, we have that, conditioned on 
So = So, X can take no more than Ml values (since SI E IMl)' Thus, 
H(XISo = so) ~ log M 1, all so. 

(2-4) Standard inequalities and identities. 
(5) From the definition of CRXkIVk(Ll lk ), since Ed1(Xk, Xk) = Ll1k. 
(6) Follows from (36). 

A similar derivation yields 

where 
1 n 

Lly = - L LlZk . 
n k=l 

(56a) 

(56b) 

We are now in a position to define p*(x, y, w). With Wk defined as 
above, let 

Let 

Pk(X, y, w) = Pr {Xk = X, Y k = y, W k = w}, 

x E ~, y E :1, w E Vh. 

Plk(X, w) = L Pk(X, y, w), 
y 

PZk(y, w) = L Pk(X, y, w) 
x 

be the marginal distributions for (Xk, W k) and (Yk, W k), respectively. 
The {wd can be considered a class of disjoint sets. Let W = ~Wk, 
and define the probability function on ~ X cy X W 

Since 

P*(X, y, w) = ! Pk(X, y, w), w E Wk, 1 ~ k ~ n. 
n 

n 1 
L p*(x, y, w) = L L - Pk(X, y, w) = Q(x, y), 

wEW k=lwEWk n 

we have P* E <P. The random variables X, Y, Ware defined by P* in 
the obvious way. We can think of Was being generated by choosing an 
integer K E [1, nJ without bias, and setting W = W k when K = k, 
1 ~ k ~ n. A straightforward calculation yields 

1 n 
l(X,Y; W) = - L leX, Y; W k ). (57a) 

n k=l 
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Furthermore, Lemma 5 can be applied to Plk, P2k to yield 

1 n 
RXlw(Llx) ~ - L RXkIWk(.1k), (57b) 

n k=l 

1 n 
Ry1w (.1y) ~ - L RYkIWk(Llk). (57c) 

n k=l 

Inequalities (57a, b, c) can be substituted into (54), (55), (56), re
spectively, to obtain 

~ log Mo ~ leX, Y; W) 

1 n log Ml ~ RXlw(.1x) 

1 
nlogM2 ~ RYlw(.1y), 

which is (52). This completes the proof of the converse. 

3.2 The direct half 

We begin the proof by stating a lemma concerning conventional 
source coding for a single memoryless source. The source is defined by 
a random variable X E X, with probability distributions Qx(x), and 
a reproducing alphabet fr with distortion function d1 (x, x). As 
above, X = (Xl, ... , X n) are n independent copies of X. Let Q~) (x) 
= n~=lQX(Xk) be the probability distribution for X. Let R(.1) be the 
rate-distortion function. 

A source code with parameters (n, M) may be thought of as a 
mapping f: xn ~ e ~ frn, where card e ~ M. Let X = (gl, "', g n) 
= f(X). Then D1(X, X) = l/nL~=ld1(Xk,gk) is a random variable. 
Weare interested in the quantity 

r(.11 + 0) = Pr {D 1(X, X) ~ .1 + o} = L Q~)(x)<I>(x), (58) 
XEOCn 

where <I>(x) = 1, if D[x, f(x)] ~ .1 + 0, and <I>(x) = 0, otherwise. We 
now state a lemma, which follows immediately from Lemma 9.3.1 and 
inequality (9.3.31) of Gallager.4 

Lemma 10: Let .1 ~ 0, and €, 0 > ° be arbitrary. Then there exist A, 
B > ° such that for all n = 1, 2, ... there exists a code with parameters 
(n, M) satisfying 

and 
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With the aid of this lemma the standard source coding theorem 
follows readily (Ref. 4, Theorem 9.3.1). 

N ext, let us consider a compound source for which the source output 
in n time units is an n-vector X = (Xl, ... , Xn) E ~n. The {Xd are 
still independent, but the X k are not identically distributed. 

Let nl, n2, ... , nJ be such that Lf=lnj = n, and let QI(·), 
Q2(·), ... , QJ(.) be J probability distribution functions on X. The 
source is characterized by the fact that a known subset nj of the n 
coordinates of X are distributed according to Qj(.), j = 1, ... , J. 
Let Rj(A) be the rate-distortion function corresponding to Qj(.) rela
tive to the distortion function dl • A code is defined exactly as above, 
and X = f(X). We now have 

Corollary 11: Let Aj ~ 0, j = 1,2, ... , J, and e, 0 > ° be arbitrary. 
Then there exist Ail B j > 0, j = 1, ... , J, such that, for all n = 1, 2, ... 
and any set {nj} { such that ~nj = n, there exists a code with parameter 
M satisfying 

J-I 

M ~ II exp2 {nXRj(Aj) + eJ} = exp2 {L nj[Rj(Aj) + eJ} (59a) 
j=O 

and 
J-I 

rCA + 0) = Pr {DI(X, X) ~ A + o} ~ L Aj2-Bjnj, (59b) 
j=O 

where A = n-IL njAj. The (Ail Bj),s are the (A, B) of Lemma 10 corre-
sponding to Qj( . ). . 

The corollary follows immediately from Lemma 10 on noting that, 
for any random variables {Uj} and any ~et of constants {Cj}, 

Pr {L Uj ~ LCj} ~ LPr {Uj ~ Cj}. j j j 

Let us also remark that the Q(n) (x) used to compute rCA + 0) in the 
corollary is of the form 

where the ijkth coordinate of x has distribution Qj(.), 1 ~ k ~ nil 
O~j~J-l. 

Let us now turn to our network coding problem. An alternative 
(though equivalent) way of defining a code for our network with 
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parameters (n, M 0, M 1, M 2) is 

(1) A mapping 
g: ~n X cyn ~ e, (61a) 

where e is an arbitrary' set with cardinality ~ Mo. The mapping g is 
called a "core code." 

(2) For each wEe, a mapping 

g&X): a:n X cyn ~ e&X) c frn, 

where card eg<) ~ MI. 
(3) For each wEe, a mapping 

gV): a:n X cyn ~ eV) c 1Jn, 
where card eV) ~ M 2• 

(61b) 

(61c) 

The code defined in this way can be used on our network (Fig. 2) as 
follows. Let e = {wdfIo. Then, if g(x, y) = Wi, the index i is trans
mitted over the common channel. Let e&1f) = {Xii} f!:\, 1 ~ i ~ Mo. 
Then, if g(x, y) = Wi, and g&1f> (x, y) = Xii, we transmit the index l 
over the private channel to receiver 1. The decoder at receiver 1, 
knowing the indices i and l, emits Xi/, and the resulting distortion is 
D 1 (x, Xil). Receiver 2 works analogously. 

Let us fix our attention on receiver 1, and assume that g&1f) (x, y) 
= g~1f) (x). Then we define the quantity q(x, Wi)(X E a: n , Wi E e) as 
the probability that X = x E a:n and Y = y such that g(x, y) = Wi. 

Thus, 
q(x, Wi) = L Q(n) (x, y). (62) 

y:g(X,Y)=Wi 

Q(n) (x, y) ~ n~=lQ(Xk, Yk) is the probability distribution for X and Y. 
Then, as in (58) with X = gi;)(X), W = g(X, V), 

where 

Ti(X) = ·(1, if D 1[x! g~)(x)J > ~1 + 0, 
0, otherwIse. 

Substituting (62) into (63), we obtain 

Mo 

(63b) 

r(~1 + 0) = L { L Q(n) (x, y)<I>i(X)}, (64a) 
i=l (x,y)EGi 
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where 
Gi = {(X,y): g(X,y) = wd, 1 ~ i ~ Mo. (64b) 

Now our goal is to show that there exists a code for n sufficiently large, 
with Mo, M I, M2 appropriately chosen, and with r(.11 + 0) arbitrarily 
small. 

Let us assume that we are given a probability distribution p(x, y, w) 
E <P, where x E X, y E cy, w E W. Let pw(w) = Lz,IIP(X, y, w), 
w E W be the marginal distribution of W. Assume with no loss of 
generality that pw(w) > O. Let 

Pb(X y j w)= P (x, y, w) 
, pw(w) 

be the "backward test channel." For x E x n, y E cyn, w E wn, let 

pen) (x, y, w) = n~=lp(Xk, Yk, Wk) 

be the probability distribution for X, Y, W (n independent drawings 
of X, Y, W). Let pUP(w) = rr~=lpW(Wk)' and p~n)(x, yjw) 
= n~=lPb(Xk, Yk j Wk). For (x, y, w) E xn X cyn X w n , let 

iOd (x y' w) = log p~n) (x, y j w) = f: log Pb(Xk, Yk j Wk) (65) 
, , Q(n)(x, y) k=l Q(Xk, Yk) , 

be the information "density." Of course, 

Ei(n) (X, Y; W) = l{X, Y; W} = nl{X, Y; WI. 

Finally, let .11 ~ 0 be given and let {.1 w } w E'W satisfy 

RXI w(.11) = L pw(w)Rxl w=w(.1w), 
wE'W 

and 

See (35). A similar expression can be written for RyIW (.1 2). 

(66a) 

(66b) 

We now return to our network coding problem. With P E <P given, 
we set out to construct a core code g with certain desirable properties. 
For any core code g: xn X cyn --j. e = {wdfIO ~ W n, let N iw = the 
number of occurrences of symbol w in code vector Wi, 1 ~ i ~ Mo, 
W E W. The existence of a desirable core code i~ assured by 

Lemma 12: Let P E <P and E > 0 be arbitrary. Let l* = leX, Y; W) 
correspond to P E <P. For n sufficiently large, there exists a code g as in 
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(61a) such that 

(i) M 0 ~ 2n (I·+e) 

(ii) IN~w - pw(w) I ~ E[~in pw(w)], jor all w E W, 

(iii) Pr (S~) = L: Q(n) (x, y) ~ E, 
(x,y) Efs. 

where 

Se = {(x, y): ~ i(n)[x, y; g(x, y)] ~ 1* - E}, 

and i(x, y; w) is defined in (68). 
We defer discussion on the proof of Lemma 12 to the end of this 

section. 
Let us suppose that g is a code that satisfies conditions (i), (ii) , 

and (iii) of Lemma 12. Let {g~)} fo be a family of encoders as in 
(61b). Consider expression (64a). The term in braces is 

L: Q(n) (x, y)cI>,(x) 
(X,Y)EG, 

L: Q(n)(x, y)cI>i(X) + L: Q(n)(x, y). (67) 
(X,Y)EGins. (X,Y)EGinS~ 

But if (x, y) E Gi [Le., g(x, y) = Wi)] and (x, y) ESe, then 

Q(n)(x,y) ~ 2-(1·-e)np~n)(X,Y!Wi)' 

so that the first summation in the right member of (67) can be over
bounded: 

~2-(I·-e)n L: p~n)(x, Y!Wi)cI>i(X) 
(x,y) : g(x,y) =Wi 

(x,y)ES. 

~ 2-(I·-e) n L: p~n) (x, y) ! Wi)cI>i(X) 
X,Y 

~ 2-(I·-e) n L: p~n) (x! Wi)cI>i(X). 
x 

Combining (68), (67), and (64), we have 

r(~1 + G) = Pr {D 1(x, i) > ~1 + G} 

~ ~ 
~2-(IC.)n L: L: p~n)(X!Wi)cI>i(X) + L: L: Q(n)(x, y) 

i-I x i =1 (X,Y) EGinS: 

Mo 

(68) 

~2-(I·-e)n L: L:p~n)(X!Wi)cI>i(X) + Pr (S;). (69) 
i=1 x 
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Now consider 
n 

p~n)(XIWi) = II Pb(Xklwik), 
k=l 

where Wi = (Wil, WiZ, ... , Win), 1 ~ i ~ Mo. With N iw as defined just 
above Lemma 12, we see that (for a given i) pln

) (x I Wi) is the same form 
as Q(n) (x) in (60) with nj = N iw. It then follows from Corollary 11 
that, with Wi held fixed, we can find a source code for X-Le., a 
mapping g~)-with parameter M = M 1 such that, for arbitrary 
E, 0 > 0, 

Ml ~ expz { L Niw[RxIW=w(.1w) + EJ}, (70a) 
wE'W 

and 
L p~n) (x I Wi)<Pi(X) ~ L A w2-BuN,uo, (70b) 
x W 

where <Pi(X) is defined in (63b) with .11 = n-lLwNiw.1w, and {.1 w} 
satisfying (66). The {(A w , Bw)} correspond to Pb(X I w). Further, since 
the {Niw } satisfy condition (ii) of Lemma 12, (70) becomes [using 
(66)J 

Ml ~ expz {n L (pw[w] + E)(RxIW~w[.1w] + E)} 
wEW 

and 

L p~n) (x I Wi)<Pi(X) ~ L Aw2-Bwnpw(w) (I-e) ~ C2-nB (I-e), (71b) 
x wEW 

where C = (card W)"·maxwAw and B = minwBwpw(w). Substituting 
(7Jb) into (69) and using conditions (i) and (iii) of Lemma 12, we have 

r(.1l + 0) ~ 2-n(I*-e)Mo·C2-nB (I-e) + Pr (S~) 
~ 2-n(B-Be-Ze) + E -+ 0, as n -+ 00 and then E -+ o. 

Since we can do an identical construction for Y, we have proved 

Lemma 13: Let P E (5), and let the corresponding information be 
leX, Y; W) = 1*. Let .11, .1z ~ 0 and E, 0 > 0 be arbitrary. Then, for 
n sufficiently large, there exists a coding scheme as in (61) with param
eters (n, M o, M l, M z) such that 

(i) M 0 ~ 2n(I*+e), 
(ii) Ml ~ 2n (RXIW(Al)+e), 

(iii) Mz ~ 2 n (RYIW(A2)+e), 
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and 

(iv) Pr {D 1(X, X) > ~1 + o} ~ E, 

(v) Pr {D 2(Y, Y) > ~2 + o} ~ E. 

The following corollary follows from Lemma 13 in the usual way 
(exactly as does Theorem 9.3.1 in Gallager4). 

Corollary 14: Let p E CP, and let the corresponding information 
1 (X, Y; W) = 1*. Then, for arbitrary ~1, ~2 ~ 0, the rate-triple 
[1*, RXlw(~I), RYIW(~2)J is (~1, ~2)-achievable. Thus, CR(P)(~I, ~2) 

~ CR(~I, ~2)' for all p E CP. 
The direct-half now follows on noting that, if SI c S2 and S2 is 

closed, then the closure Sf C S2. Thus, CR* (~1, ~2) = [U pCR (p) (~1' ~2) Je 
~ CR(~I, ~2)' which is what we had to prove. 

It remains to prove Lemma 12. Since the proof is nearly identical 
to that of Lemma 9.3.1 in Gallager,4 we will only outline the steps. 
Let E > 0 be arbitrary. For w E W n

, let N w(w) = the number of 
occurrences of symbol w E W in the n-vector W. Then define 

T(.) ~ { wE w n
: all wE w, I Nw~w) - pw(w) I ;:;; + 

Then, paralleling Gallager, there exists a mapping g [as in (61a)] for 
which 

and 

Pr { ~ i(nl[X, Y; g(X, Y)] ;:;; 1* -. or g(X, Y) EE T(.) I 
~ Pt(A) + exp {_en (E-E2)} ~ Hn), 

where E2 > 0 is arbitrary and 

A ~ {(X, Y, W): either ~ i(nl(X, Y; W) > 1* + '2 or 

!i(n)(X Y'W) < 1* - E orW d: T(E)l n "= , q:: , 

and P t (·) is probability computed with respect to p(x, y, w) E CP. By the 
weak law of large numbers, if E2 < E, then ~n ~ 0, as n ~ 00. 

Let the code whose existence we have just asserted be {wdf"°. There 
must be at least one code vector, say, WI, which belongs to T(E). Now 

Pr {g(X, Y) EE T(E)} ~ Hn). 
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If x, yare such that g(x, y) EE T(e), change g(x, y) to WI. The new code 
has g(x, y) E T(e) and 

Pr 1 ~ i(n'[X, Y; g(X, Y)] ;::; 1* - ,} ;::; 2Hn) ~ o. 

Thus, this new code satisfies conditions (i), (ii), and (iii) of Lemma 12. 
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APPENDIX 

A.1 Proof of the convexity of CR(LlI' Ll2) 

Let AI, A2 be given and held fixed. Write CR (AI, A2) as CR. 

Theorem 15: CR is convex. 

Proof: The theorem follows by a "time-sharing" argument. Let R (1), 

R (2) E CR, and 0 ~ 0 ~ 1. We must show that 

R E CR, 

R = OR (1) + (1 - O)R (2). 

(72a) 

(72b) 

Let (gE, gjf), glr») and (hE, Ml), hlr») be codes with parameters 
(nl' Mi/), MP>' M~l), A.\!>, AiP) and (n2, M~2), MF), M~2), ASP, A~»), re
spectively, where A.\!>, A~) ~ AI, AiP, A~) ~ A2. Say 0 = AlB, where 
A, B are integers, 0 ~ A ~ B ~ 00. We show how to construct a code 
(n, Mo, M l , M 2, Ax, Ay), where 

!log Mi = 0 (~lOg MP») + (1 - O)(~ log MF») , (73) 
n nl n2 

(i = 0, 1, 2), and Ax ~ AI, Ay ~ A2. This will establish (72) for 
rational o. Since the region CR is closed, (72) must hold for all 0, estab
lishing Theorem 15. 

We now define a code with block length n = cnl + dn2, where 
c = An2, d = (B - A)nl. Let (x, y) E xn X cyn be a sequence of n 
pairs. Partition this sequence into c blocks of nl pairs and d blocks of 
n2 pairs. Encode-decode the first c blocks using encoder-decoder 
(g E, g1X

), glr») , and encode-decode the remaining d blocks using encoder
decoder (hE, h1X

), h1Y»). Denote this combination encoder-decoder 
by (fE, f1X), f1Y»). Consider fE(x, y) = (So, Sl, 8 2). The quantity 
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Si(i = 0, 1, 2) takes values in a set with 

(MJI»c. (Mj2»d ~ M, 

members. This set can, of course, be put in 1-1 correspondence with 
1Mi• Thus, for i = 0, 1, 2, 

1 c d e (1 - e) 
-log M i = - log MP> + - log Mj2> = - log MJI> + log Mj2>, 
n n n nl n2 

which is (73). Further, the new code has llx ~ lll' and lly ~ ll2, so 
that the lemma follows. 

A.2 Proof of Theorem 1 

Again let lll' III ~ ° be given and fixed, and write m(lll, A2) = CR, 
and m(lll' ll2) = m. 

We first establish part (ii) of the theorem. Let R E Sea), a E a/. 
If R EE CR, then there exists an "'R = (Ro, R I, R2) E CR, such that 
Ri ~ Ri, i = 0, 1, 2, and at least one of these inequalities holds 
strictly. Thus, 

C(a, R) - C(a, R) = (Ro - Ro) + al(RI - RI) 
+ a2(R2 - R2) < 0. (74) 

The inequality follows from aI, a2 > O. This contradicts RES (a). 
Thus R E CR, which establishes part (ii). 

It remains to establish part (i). We must first obtain some pre
liminary facts. 

Lemma 16: Let (Ro, RI, R2) E CR. Then 

(a) for ai ~ 0 (i = 0, 1, 2), (Ro + ao, RI + aI, R2 + a2) E CR, 

(b) for ° ~ e ~ 1, [(1 - e)Ro, RI + eRo, R2 + eRo] E CR, 

(c) for 0 ~ el , e2 ~ 1, 

[Ro + elRI + e2R2, (1 - el)RI, (1 - ( 2)R2] E CR. 

Proof: 

(a) follows immediately from the definition of CR. 

(b) follows on noting that data sent through the common channel 
can be transmitted instead through each private channel. 

(c) follows on noting that any data transmitted through either 
private channel can be transmitted instead over the common channel. 
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Next, for R1, R2 ~ 0 write r = (R 1, R2), and define the function 

F(r) = F(R1, R2) = min {Ro: (Ro, R1, R2) E ffi}. (75) 

The minimum exists because ffi is closed. Clearly, (Ro, R1, R2) E (R 
only if Ro = F(R 1, R2)' 

Lemma 17: F(r) is convex. 

Proof: Let r(l), r(2) be arbitrary. Then [F(r(l»), r(l)], [F(r(2»), r(2)] E ffi. 

Since ffi is convex, for 0 ~ (J ~ 1, 

(J[F(r(l)), r(l)] + (1 - (J)[F(r(2»), r(2)] 
= [(JF(r(l») + (1 - (J)F(r(2»), (Jr(l) + (1 - (J)r(2)] E ffi. 

Thus, by the definition of F(·), 

F[(Jril) + (1 - (J)r(2)] ~ (JF(r(I») + (1 - (J)F(r(2»), 

establishing the lemma. 
N ow it follows from the convexity of F ( .) that, for arbitrary 

r* = (Rr, R;), RrR; ~ 0, there exists constants a, = ai(r*), i = 1, 2, 
such that, for all r, 

2 

F(r) - F(r*) ~ L ai(R~ - R,). (76) 
i=1 

This is a statement of the well-known fact that any convex curve lies 
above a plane of support. Here the curve is the locus of points in 
(Ro, R1, R2)-space given by Ro = F(r) = F(R 1, R2), and the plane is 
thelocusofpointsRo = F(r*) + L;=lai(R~ - Ri). Note that the curve 
and the plane coincide at r = r*. 

Now let R* = (R~, Rr, R;) E CR. Then R~ = F(Rr, R;). Let R = 
(Ro, R1, R2) be any triple in ffi. Then with r = (RI, R2), (76) yields 

F(r) + alRI + a2R2 ~ R~ + alRr + a2R;. 

Since, by definition of F(·), F(r) ~ Ro, we have: 

R~ + alRr + a2R; = min (Ro + alRI + a2R2) 
RE(fl 

= min C(a, R) = T(a), 
RE(fl 

where C(a, R) and T(a) are defined by (12) and (13), respectively. 
Thus, we have shown that, if the triple R* E ill, then R* E Sea), 
where a need not necessarily belong to a. 

SOURCE CODING 1719 



Now suppose that R* = (R~, R~, R;) E ffi~ and R* E'S(a) 'where, 
say, al < O. From Lemma 16(a) (with a > 0), R = (Ro," R~ + a, R;) . 
E ffi, and 

C(a, R) < C(a, R*), 

which implies R* EE Sea), a contradiction. Thus, al (and similarly 
a2) ~ O. Next, suppose R* E (R, and R* E Sea) where, say, al > 1. 
Then, from Lemma 16(c), R = (R~ + R~, 0, R;) E ffi, and 

C(a, R) < C(a, R*), 

again a contradiction. Thus, aI, and similarly az ~ 1. Finally, suppose 
that R* E ffi and R* E Sea), where al + az < 1. By Lemma 16(b), 
R = (0, R~ + R~, R; + R~) E ffi, and 

C (a, R) ~ C (a, R*), 

a contradiction. Thus, al + az ~ 1. We conclude that 

(R ~ U Sea), 
aECl 

(77) 

where a is the set of a = (aI, az) that satisfy 0 ~ aI, az ~ 1, and 
al + az ~ 1. This is part (i). This completes the proof of Theorem 1. 

A.3 Proof of Lemma 5 

Let {.1d1 be given, and, for k = 1,2, "', n, let qtk(xlx, w), x E X, 
w E W k be a test channel for which 

L L d(x ,X)qtk(X I X, W)Pk(X, w) ~ .1k, (78a) 
wEVh x,x 

and 
(78b) 

where t > 0 is arbitrary. For w E W = L~=IWk' X E x, x E X, 
define the test channel 

Then 

L d(x, x)qt(xlx, w)p*(x, w) 
X,Y,W 
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Thus, corresponding to the distribution p*(x, w) ·q~(~lx, w), 

J(X, XI W) ~ RXlw( ~ ~ ~k)' (79) 

However, by a straightforward calculation, 

1 n 1 n 
J(X, XI W) = - L J(X, XI W k ) ~ - L RXIWk(~k) + E. (80) 

nk=l nk=l 

The inequality follows from (78b). Combining (79) and (80) and letting 
E ~ 0, we have Lemma 5. 

REFERENCES 

1. T. Berger, Rate-Distortion Theory, Englewood Cliffs, N. J.: Prentice-Hall, 1971. 
2. D. Slepian and J. K. Wolf, "Noiseless Coding of Correlated Information Sources," 

IEEE Trans. on Information Theory, IT-19, July 1973, pp. 471-480. 
3. A. D. Wyner, "The Common Information of Two Dependent Random Variables," 

to appear in IEEE Trans. on Information Theory. 
4. R. G. Gallager, Information Theory and Reliable Communication, New York: 

John Wiley, 1968. 
5. R. M. Gray, "A New Class of Lower Bounds to Information Rates of Stationary 

Sources via Conditional Rate-Distortion Functions," IEEE Trans. on Informa
tion Theory, IT-19, July 1973, pp. 480-489. 

SOURCE CODING 1721 





Copyright © 1974 American Telephone and Telegraph Company 
THE BELL SYSTEM TECHNICAL JOURNAL 

Vol. 53, No.9, November 1974 
Printed in U.S.A. 

Interfacial Dopants for Dual-Dielectric, 
Charge-Storage Cells 

By D. KAHNG, W. J. SUNDBURG, D. M. BOULlN, 
and J. R. LlGENZA 

(Manuscript received February 19, 1974) 

When a suitable interfacial dopant, such as W, is introduced at the 
interface between the dielectrics of a DDC cell, the write-erase character
istics of the cell are greatly improved. The useful range of the dopant con
centration is determined to lie between about 1014 to 1015 atoms/cm2• The 
interfacial dopant allows the fabrication of a DDC cell with relatively 
thick Si0 2 layers (> 50 A). The result is a substantially permanent memory 
cell that can still be subjected to electrical write-erase at reasonable gate
voltage conditions. 

I. INTRODUCTION 

There has been an increasing interest in recent months in the dual 
dielectric metal insulator semiconductor (MIS) cell as a nonvolatile 
semiconductor memory element. A true nonvolatile semiconductor 
memory could replace the omnipresent magnetic memory because 
associated with it one also expects fast access capability as well as 
interface compatibility with other semiconductor logic circuits. Key 
features in such a semiconductor memory cell, then, are: true non
volatility, high-speed access capability, and ease of write-erase opera
tions. The development of the dual-dielectric charge-storage (DDC) 
cells have followed two parallel paths, both enjoying a limited success 
yielding commercial products. The first centers around the concept of 
the floating gate, 1 an artificially created metallic charge-storage site 
located at the dual dielectric interface. The second uses the naturally 
occurring interfacial states existing at the dual-dielectric interface as 
the charge storage sites, as in metal-nitride-oxide-semiconductor 
(MNOS) memory transistors.2 The advantages and disadvantages of 
these two approaches to the realization of DDC cells is reviewed 
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briefly. And then the cancept af the interfacial dapants, the heart af 
this paper, emerges as a particularly beneficial campramise between 
these twa cancepts, resulting in an aptimum DDC cell, with true nan
valatility, yet with undemanding write-erase canditians. 

1.1 Floating-gate concept 

The early DDC cells were built araund a flaating gate intraduced as 
the charge-starage site lacated between the two. dissimilar dielectric 
layers. The charge exchange between the flaating gate and Si in this 
structure was achieved via electran tunnelling thraugh a thin Si02 1ayer 
grawn an the Si substrate. The advantage in the flaating-gate cancept 
lies in that the patential well can be tailared to. the write-erase needs. 
In practice, a difficulty was encauntered in 'achieving true nanvalatility 
in these cells, at least in large-valume-memary situatians, because any 
single sharting path between the flaating gate and either the Si sub
strate ar the external gate was sufficient to. cause rapid lass af the entire 
charge an the flaating gate. It has been suggested3 that this shart
caming may be avercame by replacing the cantinuaus-metal flaating 
gate with mutually isalated small metal islands separated by dis
tances sharter than the Debye length at the Si surface. Since then, 
attempts have been made4 to. fabricate and characterize dual-dielectric 
MIS cells with metal islands at the dielectric-layer interface. In general, 
the nanvalatility has nat been exceptianally gaad (the retentian time 
being an the arder af several haurs) presumably because the existence 
af the metal islands have. degraded the quality af the dielectric layers, 
leading to. higher leakage. The metal islands are also. expected to. give 
rise to. a field-enhancement effect, causing mare rapid stared-charge 
decay. 

A mare successful appraach5 to. achieve true nanvalatility has been 
to. insert a cantinuaus flaating gate between thick (appraximately 
1000 A) Si02 layers. Hawever, due to. its largeaxide thickness, this 
structure wauld require prahibitively large gate valtages to. effect 
write-erase if tunnelling were to. be used. Thus, injectian af electrans 
fram Si into. the flaating gate is accamplished by use af hat electrans 
created by biasing a nearby pn junctian into. avalanche. 6 This appraach, 
although it gives rise to excelleuL uunvulatility, suffers fram the lack af 
a ready electrical means to. eject electrans fram the flaating gate. The 
erase aperatian is anly passible either by thermal means ar by ultra
vialet irradiatian, thus severely limiting the versatility af these de
vices. Althaugh same arrangements which permit electrical erasing 
have been prapased and tested,7 they usually require increased cam-
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plexity in the cell structure as well as high gate voltages, and therefore 
do not appear practical at present. 

1.2 MNOS cells 

Another DDC cell structure uses the naturally occurring interface 
states at the dividing planes of the two dissimilar dielectric layers. 
The structure commonly referred to as the MNOS cell is the outgrowth 
of Si3N 4-Si0 2-Si MIS studies carried out initially by Szedon et al. 8 

Since then, there has been a considerable amount of work done in this 
area in the past few years, culminating in experimental memories as 
large as 2048 bits. 9 It has been well established that ease of write-erase 
operations in these devices requires use of very thin (a little less than 
30 A) Si02 layers on Si so that the charge exchange between the 
interfacial storage sites and Si may proceed via direct tunnelling across 
the Si02 layers. 

Figure la, a schematic energy-band diagram of an MNOS structure 
under bias, illustrates the direct tunnelling mechanism. Electrons from 
the Si conduction band tunnel through the energy barrier associated 
with the thin oxide layer to final states at the oxide-nitride interface. 
Some of these electrons may further penetrate into the nitride layer by 
hopping along the bulk traps. However, the majority of them are 
expected to reside at or near the dual-dielectric interface. If the oxide 
thickness is larger than about 30 A, an appreciable current flow is 
possible only when the electrons originating from the Si conduction 
band tunnel to the conduction band of the oxide and then proceed to 
the dual-dielectric interface (as in the Fowler-Nordheim tunnelling in 
Fig. Ib). In this case, however, most of the electrons reach the nitride 
as hot electrons and only a small fraction of them are captured by the 
interface states. Since the Fowler-Nordheim tunnelling probability is 
significantly smaller than the direct tunnelling case at a given field, 
a higher field must be applied to induce a comparable current density. 
This would raise the field in the nitride and further impede electron 
trapping in the nitride. It is clear from the above that the conventional 
MNOS cells are expected to work well only with thin oxide layers. A 
similar argument is expected to hold true in the case of hole tunnelling 
in MNOS structures, although the discussion so far has been given in 
terms of electron tunnelling for simplicity. 

A major drawback in the MOS cells is, however, a direct consequence 
of the thin Si02 layer. The nonvolatility is limited by charge leakage 
through the thin Si02 layer by direct back-tunnelling. Although some 
claims have been made that nonvolatility of 10 to 100 years is possible 
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Fig. l-Energy-band diagram of charging of the dual dielectric interfacial region. 
(a) Direct tunnelling of electrons. (b) Fowler-Nordheim tunnelling of electrons. 

with MNOS structures, it appears that this feat is only achievable by 
use of thicker Si0 2 layers with the ensuing penalty in write-erase gate
voltage pulse both in height and width. The MNOS structures operable 
with a short write-erase time, say in I-J,ls range, appear to have a non
volatility usually considerably less than 1 year. 

Outer dielectric layers other than SiaN 4 have also been used in dual
dielectric charge-storage cells. A notable example is the use of Ab03. 
In 1970, Nakanuma et al.,l0 for example, showed that Al20 3 is a suitable 
outer layer. The nonvolatility of these cells is again critically dependent 
on Si0 2 layer thickness. Cells with Si02 layers about 100 A in thickness 
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were fabricated and showed good charge retention. However, their 
write-erase gate voltages had to be 50 volts or more and of 1 ms or so 
in duration. Also, the ejection of electrons from the interfacial states 
during the erase operation appears to be rather sluggish, possibly 
because the density of states is not high enough and/or the barrier 
height appears to be too high. Some attempts to increase the interfacial 
state density by, for example, varying the A1 20 a deposition conditions 
appear to result in a lack of reproducibility and/or loss of good non
volatility. 

1.3 Interfacial dopants 

It is apparent from the foregoing that while a true nonvolatility in a 
dual-dielectric cell can only be expected with a structure utilizing rela
tively thick (greater than 50 A) Si02 layers, this has led to write-erase 
operations requiring high voltage and/or long pulses. These problems 
have arisen from the fact that the naturally occurring interfacial 
states are not really ideal for the various roles they have to play. 
Attempts to increase their density, which allows shorter time for 
write-erase, usually result in lossy outer dielectric layers. Although 
no specific description is available in the literature, past attempts in 
this regard appear to be comprised of variations in outer-layer-deposi
tion conditions to achieve a certain degree of off-stoichiometric outer 
layers, at least in the vicinity of the interface. 

It is reasonable to expect that if a method for controlling interfacial 
states without degrading the dielectric properties of the dual-dielectric 
layers were available, one might overcome the aforementioned diffi
culties. We wish to show in this paper that, indeed, such a means has 
been found. Interfacial states induced by certain dopant13 deliberately 
located at the interface do have beneficial effects such that considerable 
improvement in write-erase operations have resulted in conjunction 
with the use of relatively thick (greater than 50 A) Si0 2 layers, which 
are essential for nonvolatility. 

Interfacial dopant-induced states of a sufficient density will increase 
the capture probability of the incoming electrons. This is schematically 
illustrated in Fig. 2. Furthermore, the energy levels associated with 
these dopant-induced states will depend on the choice of the dopant. 
This would allow a suitable condition for the· erase operation. The 
energy levels should not be excessively deep, since this would require a 
prohibitively high field for ejection of stored electrons. The energy 
levels should not be too shallow, since the stored charge might easily 
decay through thermal activation. The naturally occurring interfacial 
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Fig. 2-Energy-band diagram of dopant-induced interfacial states. These states 
efficiently capture electrons arriving at the dual-dielectric interface following Fowler
Nordheim tunnelling through a relatively thick energy barrier. 

states clearly do not possess a comparable versatility as charge-storage 
sites. 

We find that there exists a range of dopant concentration which 
gives rise to optimum benefits. The upper limit of this range is dic
tated by the considerations that island formation by the dopant, either 
during its deposition or during the subsequent outer-layer deposition, 
is not really desirable since the dielectric property of the dual-dielectric 
layers is usually degraded. Furthermore, the initial deposition of the 
outer layers is strongly influenced by the presence of nonuniformity and 
may result in lossy layers. The upper limit also depends on the choice 
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of an outer layer and a dopant. Thus, AhOa with a nonoxidizing dopant 
such as Ir appears to limit the dopant concentration below 1 X 1015/ 
cm2

• On the other hand, SiaN 4 with W may tolerate up to 5 X 1015/cm2. 
The lower limit is naturally dictated by the ease of write-erase opera
tions and appears to lie at around 1 X 1014/cm2. 

1.4 Selection of dopants 

It is desirable that the dopants selected be physically confined at 
the dual-dielectric-layer interface. This means that both during dopant 
deposition and during subsequent outer-layer deposition, any migra
tion of the dopant is undesirable. The preferred method for depositing 
the dopant on the surface of the Si02 layer is thermal evaporation. 
Since good-quality outer layers are, at present, only obtainable through 
chemical vapor deposition (CVD) techniques at somewhat elevated 
temperatures of about 900°C, it is important that the deposited dopant 
does not diffuse into the Si02 layer and the outer layer at these tem
peratures. It is equally important that the deposited dopant does not 
evaporate away during the first phase of the outer layer growth. The 
vapor pressures of W, Pt, Ir, Ta, and Nb at 900°C are all lower than 
10-11 torrY On the other hand, Al has a vapor pressure of 1.5 X 10-5 

torr;ll thus, considerable amounts of Al could be lost. At any rate, 
control of the final dopant concentration may be more difficult in the 
case of AI. 

The vapor pressures of the dopant oxide may also be an important 
quantity to consider especially when the outer layer is an oxide layer. 
For example, tungsten oxide has a vapor pressure of approximately 
2 X 10-6 torr.12 The diffusion constant of Pt into Si02 at 900°C is 
reported13 to be 7.3 X 10-17 cm2/sec. Compare this with the diffusion 
constant of Al into Si0 2 at 990°C of 8.2 X 10-14 cm2/sec l4 and that of 
Pinto Si02 at 900°C of 9 X 10-15 cm2/sec. 15 

It is evident from the above that indeed the suitable dopants avail
able are quite limited in number from the thermodynamic properties 
alone. The dopant-induced interfacial states should also possess suit
able properties. This might narrow the choice down further. We discuss 
this aspect in more detail when we examine the electrical behavior of 
these cells, since it is in this aspect that the dopant-induced states 
come into strong play. 

II. CELL FABRICATION 

Our experimental vehicles have been capacitors and IGFETs built 
on an Si substrate about 5-ohm-cm n- or p-type, oriented (111) or 
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(100). The usual mechanical-chemical polish was given before the 
first thin Si02 layer growth was carried out in dilute O2 in He at about 
1100°0. Prior to this important thin-Si0 2-growth step, the wafers were 
oxidized in 100 percent O2 to a thickness of about 1000 A. This initial 
oxide was kept until the wafer was ready to receive the treatment for 
the thin oxide layer when this thick oxide layer was stripped in a 
buffered HF and thoroughly rinsed in deionized water. The thin-oxide
growth time was kept at 10 minutes. The partial pressure of O2 was 
varied to give rise to the desired first Si02 layer thickness of 50 A to 
150 A. The dielectric breakdown strengths of the thin-oxide layers 
were usually 7 to 8 X 106 VI cm defined as the dc field at which the 
current density reaches 5 X 10-8 AI cm2• 

The dopant evaporation was performed with an E-gun. A quartz 
oscillator monitor was located about 5 cm away from the source and 
the samples were located at various distances away from the source 
depending on the amount of dopant desired. A shutter was employed 
to initiate the dopant flux as well as to shut it off. An exposure time of 
2 minutes was generally used. The monitor had a capability of mea
suring 5 X 1016/cm2 of deposited dopant to within 50-percent accuracy. 
A dopant concentration of 5 X 1014/cm2 could easily be obtained on 
the sample surface when the sample was located at about 50 cm away 
from the source. 

The dopant-covered samples were then ready for the outer-dielectric
layer deposition, which was either an Ah03 deposition using the well
known techniques of AICh-002-H2 OVD or an SiaN 4 deposition via 
SiH4-NH3 OVD. A ratio of SiH4 to NH3 of about 0.01 was used to 
obtain Si3N 4 layers of least conductance. I6 We feel that freedom in 
choosing OVD conditions for optimum results in outer layers, such as 
low conductance and/or high-dielectric constant, need not be sur
rendered in our case since the interfacial states configuration is more or 
less independent of the chemical nature of the outer layer when the 
interfacial dopants are employed. This is important because a true 
nonvolatility requires not only relatively thick Si02 layers but also 
good insulating outer layers. Outer-layer thickness in the 300-A to 
700-A range were investigated in this study. 

Some of t.he doped nnd undoped dual-dielectric layers were sub
jected to Rutherford back-scattering experiments17 to ascertain dopant 
location and its concentration. The dopant concentration was within 
a factor of two of the estimated values from the indication on the 
monitor. The dopant location is judged to be at the dielectric interface, 
to the degree that this type of probe can be used to certify this. 
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The dual-dielectric layers were finally contacted with Al by evapora
tion from a devitrified carbon crucible through masks defining 15-mil
diameter circular areas for test capacitors. In addition, we have fabri
cated IGFETs with the dual-dielectric gate insulator for examination, 
more or less following a standard procedure. Again Al was used as the 
gate electrode. 

III. MEMORY CHARACTERISTICS 

IGFET threshold voltages are the most convenient parameter to 
assess memory behavior of the dual-dielectric charge-storage cells. 
Figure 3 shows write characteristics of a cell with interfacial dopant W 
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Fig. 3-Shifts in threshold voltage in n-channel IGFETs with dual-dielectric gate 
insulation consisting of 70-A.-thick Si02 and 520-A.-thick Ah03 after application of 
positive-gate-voltage pulses. Solid lines apply to structures containing 1.5 X 1015/cm2 

of W at dual-dielectric interface; dashed lines apply to structures with no interfacial 
dopant. The initial threshold voltages were at 1 volt. 
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of 1.5 X 1015/ cm2 in concentration. The n-channel IGFET threshold 
voltages attained after positive-gate-voltage pulses (with respect to 
the Si substrate) were applied are plotted as a function of pulse width. 
The threshold voltage was initially at about 1 V. After each pulsing, 
the threshold voltage shifted to a larger positive value as one might 
expect since the pulsing resulted in electron inj ection from the Si sub
strate into the storage states. The Si02-layer thickness was about 70 A 
and the Ab03-outer-Iayer thickness was about 520 A. It is evident 
that this structure allows shifts in threshold voltages of as much as 
7 V with only a 35-V, 100-ns pulse. A similar shift can be obtained with 
a 30-V pulse when the pulse width is increased to 100 p,s. For compari
son, plots are shown obtained with cells located on the same wafer 
identical to those discussed above, except that the W dopant was not 
present. These curves are shown in Fig. 3 in dashed lines. With 35 
volts, it is necessary to use a 10-ms pulse width to produce a similar 
shift in threshold voltages. 
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Even more spectacular differences between memory cells with and 
without the interfacial dopant are evident when one examines the erase 
characteristics shown in Fig. 4. The initial threshold voltage was at 8 
V prior to application of erase-voltage pulses. The usual sluggish erase 
behavior of an Alz0 3-Si02-Si structure has clearly disappeared with 
similar structures with W as the interfacial dopant. An important 
additional feature of cells with interfacial dopant W is the fact that 
Alz03-Si02-Si structures allow positive charging as well, which is usually 
not the case without the interfacial dopant. Figure 5 shows the erase 
characteristics after positive charging to the extent of - 8 V in thresh
old voltage. 

Dual-dielectric charge-storage cells with thicker insulator layers show 
similar improvements when the interfacial dopants are used. Figure 6 
shows the erase characteristics of cells with a loo-A-thick Si0 2 layer 
and 570-A-thick A1 20 3 layer. Again curves pertaining to cells with and 
without interfacial dopant Ware shown for comparison. As expected, 
the pulse voltages required to induce comparable threshold-voltage 
shifts are increased from the values needed with thinner structures 
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(Fig. 4). However, dramatic improvements in erase characteristics in 
structures with the interfacial dopant are clearly evident. Here again, 
the initial threshold voltage of 8 V was used prior to the erase opera
tion. The write characteristic also shows similar improvements. 

One does not expect a strong dependence of the erase characteristics 
on the initial amount of charge in storage (although the self-induced 
field is linearly super-imposed on the externally applied field) because 
the induced field is very small compared to the externally applied field. 
This is shown in Fig. 7 where the threshold voltages after application 
of the erase pulse are plotted as a function of pulse height with the 
initial threshold voltages as a parameter. A pulse width of 200 p's was 
used for this experiment. As can be seen, the erase curves quickly con
verge with each other. For a -30-V pulse, the resulting threshold 
voltages are identical for all practical purposes. This is a useful feature 
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in that the various initial threshold voltages may represent cells that 
have gone through various amounts of information storage time after 
the simultaneous write operation. Figure 7 also shows erase ~urves 
using shorter pulse widths for comparison. 

The interfacial-dopant concentration is expected to have a lower 
limit for which the beneficial aspect of the interfacial dopant is not so 
evident. This lower limit is established to be about 1 X l014jcm2, as 
can be seen from Fig. 8. Here the amount of interfacial dopant W is 
1.5 X l014jcm2. When compared to the mate cell with no interfacial 
dopant, the erase curves show some effect, but it is not as pronounced 
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as in earlier comparisons with interfacial-dopant concentration at a 
larger value. 

It is well known that MNOS cells do not function well when the 
Si02 layer thickness is larger than 50 A. This is not the case when the 
interfacial dopant is introduced. Figure 9 shows write-erase charac
teristics of MNOS cells with a 500-A-thick SiaN 4 layer and a 100-A
thick Si02 layer. Not only does this cell function well with 1.5 X 1015/ 

cm2 of W interfacial dopant but it also shows negative charging. It is 
virtually impossible to charge MNOS cells negative with any Si02 

layer thickness when no interfacial dopants are present. The mate cell 
with no interfacial dopant (see Fig. 9) shows some charging with posi
tive charges. However, it is not possible to erase this cell before a 
catastrophic breakdown sets in. In Fig. 9, an initial value of 8 V in 
threshold voltage is again used for erase curves and 1 V for the write 
curves. For cells with no interfacial dopant, the initial threshold 
voltage was near zero. 
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We have also examined dual-dielectric charge-storage cells with inter
facial dopants other than W. Ta induces storage states with a behavior 
indicative of two distinct energy levels for electron trapping. The 
shallower level can be filled with electrons and emptied as well. How
ever, the second deeper level can only be filled, or at least it was im
possible to completely empty this level. This behavior was observed 
for both ShN 4 and AlzS03 outer layers. We do not understand the 
behavior of Ta-induced states well enough at present to warrant 
further discussion at this time. 

We have also examined Ir-induced interfacial states. Their behavior 
is fairly close to that of W-induced states. Exact comparison, however, 
requires a further study. It could be conjectured that the dopant
induced states may show in their behavior marked correlation with the 
relative oxygen affinity of the dopant employed. Ir and W more or less 
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lack the ability to steal oxygen from Si02 or AbOa in our thermody
namic environment, while Ta is expected to be oxidized. 

IV. SUMMARY AND CONCLUSION 

It is shown in this paper that when suitable interfacial dopants such 
as Ware introduced in a well-defined concentration range, the write
erase characteristics of dual-dielectric charge-storage cells are enor
mously improved. The upper limit of the dopant is dictated by its 
influence on the dielectric properties of the outer layer and is deter
mined to lie at about 1015/cm2 for AbOa. Cells with 5 X 1015/cm2 inter
facial dopants showed marked increase in charge leakage. The lower 
limit is determined to lie at about 1014/cm2 by comparison with cells 
with no interfacial dopants. 

The improvement in write-erase characteristics of these cells is of 
such a magnitude as to allow using relatively thick Si02 layers (greater 
than 50 A) in these cells, which is mandatory for long memory-reten
tion time ( longer than 20 years at 100°C). (Detailed studies of retention 
time will be published separately. IS) This study indicates that cells 
with thinner outer layers (approximately 300 A of outer layer and 
approximately 60 A of Si02) that would operate at gate-pulse voltages 
in the 25-V, I-ps range, should be feasible. 
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We present a simple, relatively efficient method to predict the nonvolatility 
of dual-dielectric, charge-storage cells. Using this method, charge-retention 
times of several hundred years can be predicted unambiguously from ex
periments of several days' duration made at elevated temperatures and with 
externally applied, accelerating fields. The method is first presented in the 
context of a simple, physically reasonable model of the bias and temperature 
dependence of the characteristic relaxation time of the device. It is then 
used to analyze a particular device structure. At BOcC, we predict that this 
device can maintain a flatband-voltage shift in excess of .4 volts for approxi
mately 500 years. Our analysis suggests that this method can be applied 
to a variety of dual-dielectric, charge-storage cells to predict their non
volatilities. 

I. INTRODUCTION 

The retention timel - 9 of charge in dual-dielectric, charge-storage 
cells lO- 12 (DDC's) is of central importance in evaluating and comparing 
these devices. An ideal device would hold its charge at a constant level 
indefinitely. While, of course, such an ideal device is physically im
possible, nonideal, charge-storage memory cells have been fabricated 
that are expected to have minimum charge-retention times on the 
order of tens of years. And, as such devices are improved, even longer 
retention times can be expected. The question that naturally arises is 
how to evaluate such devices in a few days to predict their charge
retention times. 

The primary purpose of this paper is to describe a method of bias
temperature stressing in which the decay of the stored charge is greatly 
enhanced and, as a result, from which one can predict the charge-
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retention time of the device under normal operating conditions (zero 
bias and room, or somewhat higher, temperature). We stress at the 
outset, moreover, that our primary concern is charge retentivity and 
not device reliability. Bias-temperature-stress methods are often used 
to good advantage in reliability studies to artificially reduce the 
lifetime of the device. Here, we are using similar methods to arti
ficially reduce the retention time of charge stored on the device. 
For reliability studies, one makes use of models in which the device 
lifetime is governed by temperature and applied bias. Owing to the 
complexity of the aging, however, these models are often quite tenta
tive. Here we use a well-defined model in which the rate of decay of the 
stored charge is governed by temperature and bias. As in reliability 
studies, experimental results are used to determine the parameters of 
the model. While the bias dependence of the rate of decay of stored 
charge has been noted previously,7 the work we report on here is the 
first in which bias and temperature stressing have been used simultane
ously to predict charge retention under normal operating conditions. 
We feel obligated, therefore, to elaborate our approach and findings in 
some detail. 

At the heart of our method of prediction are the observations (i) 
that there exists an "envelope" function that sets an upper bound on 
the total stored charge that can be present in the device at any given 
time, independent of initial conditions, (ii) that this envelope function 
is determined primarily by the characteristic relaxation of the device, 
and (iii) that this relaxation is a strong function of temperature and 
electric field. By focusing attention on the envelope function, which 
properly indicates the long-time decay of the stored charge, we avoid 
incorrect predictions of decay time based on extrapolations of the 
initial portion of the charge-decay curve. (If the charge decay is 
plotted versus log time, such predictions are overoptimistic; if it is 
plotted versus time, such predictions are overpessimistic.) From mea
sured values of the characteristic relaxation obtained at elevated tem
peratures and under applied bias, relaxation times of interest at room 
temperature and under zero bias can be predicted. Owing to the non
linearities inherent in the charge decay, these zero-bias, room-tem
perl:l~ture rell:l~xation times are functions of the initial stored charge; 
the larger the initial stored charge, the smaller the relaxation time. 
For example, for one version of our device13 we find that, for an initial 
charge corresponding to a flatband voltage of 10 V, a relaxation time 
of 3.104 years is predicted; for 7 V, we predict 6.104 years. Using our 
results, predictions of relaxation times can also be made for devices 
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operated under bias and at other than room temperature. For ex
ample, at 80°C under zero bias we predict for 10 V a relaxation time 
of 100 years and for 7 V 300 years. Linear extrapolations of the initial 
portion (t« Trelax) of the charge-decay curve would result in misleading 
estimates of charge-retention times on the order of 1020 years. 

It is important at the outset to stress that we are concerned in this 
paper with devices10 with "thick" oxide layers; that is, with oxide 
layers between the semiconductor and the charge-storage sites suffi
ciently thick that the rate of decay of charge via back-tunneling 
through the oxide layer is small compared to the rate of decay of 
charge through the insulator layer between the storage sites and the 
gate. While one can accelerate the back-tunneling charge decay of thin
oxide devices7 by applying an electric field, we believe that, unless one 
has an exceptionally good means of characterizing the specific tunneling 
processes of interest, such information is of little direct value in esti
mating the decay in the absence of such field, i.e., under normal oper
ating conditions. The applied voltage, of course, can accelerate or 
decelerate decay through the oxide layer or the insulator layer, depend
ing upon its polarity. If electrons are stored, a positive gate voltage 
enhances the decay in thick-oxide devices because the decay is through 
the insulator, whereas the same voltage reduces the decay in thin-oxide 
devices7 where the primary decay is back through the oxide. One 
reason for studying thick-oxide devices is to determine the limits on 
the retention time of charge-storage devices imposed by charge decay 
through the insulator layer. Such limits are of considerable interest, 
especially for devices whose back-tunneling decay is sufficiently low 
that, based on this decay mechanism alone, one might exaggerate the 
device's charge-storage capabilities. 

In this paper we first discuss in general terms the physical processes 
that lead to the decay of the stored charge. A relatively thick oxide 
layer is used so that the primary discharging current is through the 
insulator layer. This current through the insulator is found to be char
acterizable as a thermally activated flow of charge via defects with a 
very low, but strongly field-dependent, mobility. We then discuss how 
this strong temperature and electric-field dependence of the decay 
current can be used to controllably accelerate the discharging of the 
DDC. A simple, physically reasonable, empirical model is introduced 
to explain the experimentally measured decay of the flatband-voltage 
shift in time with temperature and externally applied bias as param
eters. The mathematical expression for the decay current is sufficiently 
simple that all quantities of interest, particularly device relaxation 
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times, can be calculated analytically. From the high-temperature, 
high-accelerating-field results, it is possible to predict low-temperature, 
zero-bias behavior. We can thus unambiguously determine nonvola
tility on the order of tens or hundreds of years on the basis of experi
ments performed in several days or weeks. 

Before proceeding, it must be emphasized that the method of bias
temperature stressing that we develop here is not limited to devices 
which behave according to our simple empirical model. Indeed, as we 
point out in Appendix A, the central ideas at the heart of the method 
are valid, within certain limits, to a variety of models: the method is, 
within certain bounds, insensitive to the details of the actual decay 
process. We discuss the physical processes that we believe are opera
tive in our devices first, however, because this will permit the reader 
to familiarize himself with the actual devices to which our method is 
then applied. Although our results indicate the general features of a 
particular, detailed decay model, we emphasize that we are not pri
marily concerned with establishing the existence of such a model. 

II. PHYSICAL PROCESSES 

The structure and fabrication of the memo1;'y devices studied here 
have been described in detail elsewhere.13 For our purposes here, it 
suffices to note that a typical device consists of the following layers 
(see Fig. 1) : a metallic contact (taken fixed at zero voltage), n- (or p-) 
type silicon, 70 to 200 A of Si02 (referred to as the oxide layer, or 
simply the oxide), a set of suitable dopant-induced storage states 
(referred to as the storage states), 400 to 500 A of A120 3 or Si3N 4 

(referred to as the insulating layer, or simply the insulator), and a 
metallic contact (referred to as the gate). Inclusion of the specific 
states, which are the interfacial dopant-induced states, makes it 
possible to store either electrons or holes, whichever is desired, as well 
as to provide very well-defined storage sites for the elementary charges. 
The oxide and the insulator are sufficiently thick that tunneling from 
one side of either to the other side can be neglected. 

The device can be charged either negative or positive as follows. 
Negative charge can be stored by driving the gate to a high positive 
voltage (~50 V) for a short period of time (~100 j..ts). Some electrons 
in the Si tunnel into the conduction band of the oxide, traverse the 
oxide, and then are trapped in the storage states or· pass completely 
through the device to the gate electrode. Positive charge is stored by 
driving the gate negative to force electrons out of the storage states, 
through the oxide, and into the semiconductor. 
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Fig. I-Schematic of the structure of the MIOS memory device under five differ
ent, applied-bias conditions. The location of the interfacial, dopant-induced, charge
storage states is indicated. They are assumed to be charged negative. 

Our experimental results indicate that these multilayered memory 
devices discharge as follows. (Refer to Fig. 1 in which a device is shown 
under five different biases. Note, in particular, Fig. la, in which the 
semiconductor is inverted near the Si0 2.) The (negative) stored charge 
produces large electric fields in both the oxide and the insulator. In the 
first few hundred milliseconds, some fraction of the charge is lost 
through thermionic emission or tunneling into the conduction bands of 
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the oxide and/or the insulator. For most of the stored charge, however, 
the trapping levels are sufficiently deep that these processes are very 
improbable. Charge can tunnel into traps in the insulator, and through 
such imperfections a discharging current can pass into the conduction 
band of the insulator and flow to the gate. Some charge can also pass 
completely through the insulator in the forbidden band by means of 
these traps. In addition, in a similar manner, a discharging current can 
be present in the oxide and flow to the Si. 

The size of the discharging current is expected to be strongly field 
dependent.I-9 In addition, we note that increasing the (positive) gate 
voltage enhances the electric field in the insulator and decreases this 
field in the oxide. The manyfold increase in the decay current which 
occurs when a positive voltage is applied to the gate thus implies that 
the primary discharging current is passing through the insulator. In
versely, when a negative voltage is applied to the gate, a decrease in 
the decay current is observed. In this case, the change in the applied 
fields is such as to increase the current through the oxide and decrease 
the current through the insulator. A detailed study of the reverse gate
bias decay was not undertaken because of the long time intervals 
required even at high temperatures. For the present, it is sufficient to 
note that the total decay current increases with positive voltage and 
decreases with negative voltage applied to the gate. 

The physical details of the transport of the charge within the insu
lator can be narrowed down as follows. The strong temperature en
hancement of the decay of the charge indicates that thermal activation 
rather than tunneling plays the dominant role in enabling charge to be 
transferred toward the gate. The question of whether the charge passes 
through the insulator to the gate entirely within the forbidden band, 
or partially in the conduction band, is more difficult. The relatively 
low thermal activation energies observed (~0.6 e V) suggest that the 
rate limiting portion of the transport is not associated with the con
duction band. If it were, much higher decay currents would be ex
pected. We infer, therefore, that the current is controlled by the traps 
in the bulk of the insulator. 

For charge transport from one trap to the next, one might expect 
the current to be proportional to exp [(Eo + q8a/2)/kT], according 
to Poole's law.14 (Here Eo is an ionization energy, 8 is the electric field 
in the insulator, and a is the intertrap spacing.) However, Poole's 
law, or its extension and modification by FrenkeP5.16 and othersl7- 19 

include only the thermal excitation of carriers and do not include 
velocity-versus-field effects connected with the transport from one site 
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to the next.20 Current density is proportional to qnv, where n is the 
number of charges per unit volume and v is the carrier velocity. One 
expects n to be thermally activated; however, in an insulator, v can 
be a rapidly varying function of applied fields,21-23 whether electron 
transport is in the conduction band or in a defect "band," as seems to 
be the case here. Thus, whereas for pure Frenkel-Poole behavior the 
excitation of electrons is the rate-limiting, field- and temperature
modulated process, for our devices both n and v are so modulated. 

Our experimental results indicate that the discharging current is 
proportional to the empirical expression 

0 o(T) exp (-Ea/kT) exp [+ 0/0o(T)], (1) 

where 0 o (T) is a very slowly varying, decreasing function of the tem
perature T. To the accuracy of the experiments, the activation energy 
Ea is independent of the applied field. The decrease of 0o(T) with 
temperature could be due to an increased overlap between polarized 
electronic states because of increased lattice vibrations. The electric 
field dependence can in general be expected to be more complicated 
than that given in eq. (1). Fortunately, eq. (1) suffices for our purposes, 
partially because the decay curves are relatively independent of the 
detailed dependence of the discharging current on electric field. See 
Appendix A for a discussion of more complicated field dependences. 

One final point should be made regarding the decay current. As part 
of the assumption that the rate-limiting process controlling the charge 
decay is the trap-controlled current within the bulk of the insulator, 
we have assumed that the number of carriers in transit is independent 
of time. In other words, as a trap in close proximity to the storage 
states loses its charge to a trap somewhat closer to the gate, the emptied 
trap is quickly refilled with a charge from a storage state. Thus, the 
average time for a charge to pass from a storage state to an empty trap 
is much less than the average time for a charge to pass from one trap 
to the next. This results from the high density of storage states, and 
makes the effective number of carriers available for transit independent 
of the magnitude of the stored charge and hence independent of time. 
This is reasonable throughout most of the decay owing to the large 
number of stored electrons. Near the end of the decay, however, when 
the amount of stored charge is much less than its initial value, the rate
limiting process may become the transfer of charge from the storage 
states into the insulator. We ignore this effect, since, by the time it 
becomes important, the fundamental relaxation time of the device will 
be well determined. 
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From the foregoing discussion, it is evident that we can artificially 
enhance the decay greatly by increasing the temperature and the 
electric field in the insulator. In so doing, however, we must be very 
careful that we do not excessively enhance charge-transport mecha
nisms that under normal operating conditions would play no sig
nificant role. For example, by applying too large a potential at the 
gate, the field in the oxide will be enhanced to such an extent that the 
storage layer will be slowly charged by electrons tunneling from the Si 
into the conduction band of the oxide. Excessive temperatures, on the 
other hand, may enhance decay into the insulator's conduction band, 
exaggerating this mode of charge transport. These effects are often 
easily detected experimentally, and they give rise to upper limits on 
the increases in temperature and electric field possible to enhance 
charge decay for measurement purposes. 

Although the decay of charge from the storage states can be en
hanced by increasing either the temperature or the insulator electric 
field, the enhancement from either is insufficient to bring the decay 
times into the range of days. However, this can be achieved by com
bining higher temperature with higher fields. Of course, we again must 
be careful to avoid introducing decay processes that under normal con
ditions would be insignificant. (An example of this would be Schottky 
emission.) Nonetheless, we find that we can obtain the entire charge 
decay curve within a few days (at most) without introducing extrane
ous decay mechanisms. From these curves, we can predict the normal 
decay curve and hence the charge-retention time of the memory ele
ment. In this way we avoid having to determine this retention time by 
extrapolating the initial portion of the time dependence of the charge 
decay. In the next section we see how the nonlinear dependence of the 
rate of decay on the quantity of stored charge leads to characteristic, 
charge-decay curves from which one can predict the nonvolatility of 
DDC's. 

In those cases where certain alternative conduction mechanisms are 
activated, this method mayor may not work. In some devices, the 
charge decay is via Fowler-Nordheim tunneling from the storage states 
into the conduction band of the oxide or the insulator, or it is via direct 
tunneling from these states into the semiconductor. Neither of t.hp,~p, 

decay currents will be affected by changes in the temperature; how
ever, both such currents will be strongly modulated by applied bias. 
In the case of Fowler-Nordheim tunneling, our method is directly 
applicable. For direct tunneling, however, in which the primary deeay 
is via Si-Si02 interfacial states, we must be very careful as we increase 
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the bias not to enhance the tunneling into semiconductor states in the 
valence or conduction band, which under normal conditions would 
play no important role in the discharging of the DDC. Perhaps one can 
modulate the decay by altering the thickness through which the elec
trons tunnel, either by physically squeezing the sample or by con
structing samples of varying thicknesses. 

III. EMPIRICAL MODEL AND MEASUREMENT TECHNIQUE 

Let us assume that we have some (negative) charge stored in the 
interfacial, dopant-induced states. The quantity of charge stored in 
these states is proportional to the measurable flatband voltage V jb • Also 
proportional to V jb is the field in the insulator under zero-bias con
ditions. In the presence of a finite bias voltage Vb, an additional field 
proportional to the bias voltage will be linearly superimposed on the 
zero-bias field (with a different constant of proportionality). Thus, 
using expression (1) and expressing fields in terms of voltages, we 
write for the time rate of change of V jb , the flatband voltage, 

dVjb __ Vs(T) [ V jb + bVb] 
dt - reT) exp Vs (T) , (2) 

where Vs and r are experimentally determined functions of temperature 
only and b is a relative constant of proportionality (see Appendix B). 
Equation (2) presumes decay via the insulator; for decay through the 
oxide, one would have the factor (Vjb - Vb) in place of the factor 
(Vjb + b Vb). This empirically satisfactory expression is reasonable 
physically, as explained in Section II. It also permits a simple, analytic 
treatment of all significant features of the decay. Should the flatband 
voltage decay according to a relation other than (2), one can still 
employ bias-temperature stressing. This is indicated in Appendix A. 

Before solving eq. (2), we should clarify two points. (i) We do not 
require eq. (2) to be valid for t < 1 minute. It may be valid there but, 
being interested in the long-time decay of the charge, all we need to do 
is to integrate eq. (2) from some time t1, on the order of minutes after 
charging, when the experiments are begun. (ii) Since dVjb/dt does not 
vanish as (V jb + b V b) --+ 0, eq. (2) is clearly not valid as t --+ 00. As 
remarked in Section II, this difficulty results from assuming that there 
are always a large number of stored charges, whereas in fact near the 
end of the decay this number becomes small. Again, this difficulty need 
not concern us, since we do not have to consider the leakage after the 
bulk of the stored charge has decayed away. (See Appendix A for a 
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more general treatment.) With these limitations in mind, we proceed 
to solve eq. (2). 

The solution to eq. (2) follows at once after a separation of variables 
and an integration from (t l, VI) to (t, V/b). The resulting V/b(t) for the 
decay of the flatband voltage as a function of time t at temperature T 
and applied bias Vb is given by 

V/b(t) = Vs(T) loge {(exp [ - VI/Vs(T)] + [(t - tl)lr(T)] 
·exp [bVbIVs(T)])-I}. (3) 

For a single value of T, this function is sketched in Fig. 2 as a function 
of loglo (tlt l) for several Vb and for hypothetical, illustrative values of 
VB' r, and b. The purpose of plotting as a function of loglo (tlt l) is to 
call attention to the actual long-time behavior of V/b(t). For tl < t 
«r(T) exp [- (VI + bVb)IVs(T)], V/b(t) is relatively flat. However, 
for t» reT) exp [- (VI + bVb)IVs(T)], V/b(t) is given approximately 
by Ve(t) where, if tl is any convenient scale factor, 

The function Ve(t) is the previously mentioned envelope function for 
each T and Vb. It is shown dashed in Fig. 2. (Note loge X = loglo xl 
loglo e.) Although tl may be assigned the same value as tl , the two 
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Fig. 2-Schematic illustrating a possible decay of theflatband voltage V Jb (t) as a 
function of loglo (tltl) in a hypothetical device for four different applied biases Vb 
at a fixed temperature T. For simplicity, we set b = 1. Also shown are the envelope 
functions Vo(t) associated with each Vb. 
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must be distinguished. Our tl refers to an initial condition, while Ve(t) 
is independent of the initial conditions, tl and VI, and satisfies V/b(t) 
< Ve(t) (see Appendix C) and 

V/b(t) ~ Ve(t), t» T exp [- (VI + bVb)IVsJ. (5) 

When Ve(t) is plotted versus loglo (tlt l), Vs is the slope and T is the 
intercept [Vee T) = OJ for zero bias (Vb = 0). From the experimental 
V/b(t) curves obtained for several Vb at a given T, it is possible to 
readily determine T(T), Vs(T), and b, the three parameters in eq. (4). 
From the envelope function Ve(t) drawn tangent to V/b(t) as shown in 
Fig. 2, we obtain Vs (T) from the slope of Ve(t), b from the difference 
between Ve(t) (for fixed t) at different Vb, and reT) from the value t2 
of t where Ve(t) = 0: 

-J ( t2) b Vb loge [T(T)ltl = loge h + Vs(T)' (6) 

In Fig. 2, t2 for Vb = 8 V is shown (t2 = 5 ·10+3 minutes). It is a test 
of the form of eq. (2) that Vs(T), b, and T(T) be independent of Vb 
to within experimental accuracy. That this is indeed the case is dis
cussed in Section IV. We now repeat the above for other temperatures 
in the range 150°C ~ T ~ 300°C. We find that both T(T) and Vs(T) 
appear to be "thermally activated": 

T(T) = To exp (EalkT) , Vs(T) = Vso exp (EslkT). (7) 

Since the slope V s may arise from a combination of physical processes, 
identifying it with a thermally activated process may be somewhat 
misleading. (The parameter b is a weakly decreasing function of T. 
Since we are interested only in predicting zero bias (Vb = 0) behavior, 
we need not concern ourselves further with extrapolating b to room 
temperature. In other words, we can for each temperature use the b 
measured at that temperature to extrapolate to zero bias. Once we 
know the zero-bias result, we can extrapolate to the desired tempera
ture. Since b enters only as bVb and Vb is zero, this latter extrapolation 
can be performed without knowledge of b.) The quantities To, E a, V so, 
and Es are obtained from the usual (liT) plots. We assume, and 
indeed from our discussion in Section II it is not unrealistic to expect, 
that we may extrapolate T and Vs to room temperature using (7). We 
must now relate these quantities to the characteristic relaxation time 
Trelax, the charge retention time, of the storage device. 

In Fig. 3 we define T relax (T r) graphically, again for hypothetical 
device parameters. It is simply the "roll-off" time of V/b (t) : Vee Trelax) 

= VI, where VI = V/b(tl). [As shown in Appendix C, VI ~ V/b(O) 
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= 0.69 V •. 

for tl « Trelax. ] Solving (4) for Trelax at room temperature To for Vb = 0, 
we obtain 

(8) 

Indicative of the nonlinearities inherent in the charge-decay process, 
Trelax is a function of the initial stored charge, and hence the initial 
flatband voltage VI, increasing as V 1 decreases. (Compare Trelax and 
T:elax corresponding to different amounts of initial stored charge VI 
and V~, respectively, in Fig. 3.) Again we emphasize that Trelax cannot 
be obtained from (linearly) extrapolating V (t) based on its behavior 
for t « Trelax. Since Trelax is on the order of 104 years at room tempera
ture for devices reported on here, it is doubtful whether room-tem
perature, zero-bias experiments alone will be able to predict Trelax. 

Although Trelax provides a measure of the charge retention time of 
the device, we must, in addition, know how far V fb has decayed below 
V 1 by the time Trelax before full significance can be attached to this 
definition of characteristic decay time. Returning to eq. (3) and letting 
h = 0, VI = V~, Vb = 0, we obtain for V/b(t) under zero bias 

V/b(t) = Vslog e [e+v~/v, (1 + _t_ )-1]. 
Trelax 

(9) 

1752 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1974 



In arriving at eq. (9), we have used eq. (8). Thus, 

V/b(Trelax) = V~ - Vsloge 2 
= V~ - 0.69Vs. (10) 

We thus obtain the very important result that, at the roll-off time 
Trelax , V/b has dropped 0.69Vs volts below its initial value. This amount 
is independent of VL the initial flatband voltage. Of course, V/b(Trelax) 
must be several volts positive so that eq. (2) will still be valid. In addi
tion, 0.69Vs thus defines the decay that must be taken into account 
when including this device in circuits. In determining V s from the 
envelope of a decay curve, one must be careful to convert from loglo 
to loge: 

where 0.434 = loglo e. 
Another characteristic decay time is the time at which the flatband 

voltage drops below a certain margin voltage V m. We refer to this time 
as the margin time, Tmargin, or simply Tm. It follows at once from eq. (9) 
that Tm as a function of V m and VI is given by 

Tm = T(T){exp [- V m/Vs(T)J - exp [- VI/Vs(T)J} (11) 

as a function of T under zero bias conditions. A plot of Tmargin is pre
sented in the next section. 

IV. EXPERIMENTAL RESULTS 

Bias-temperature-enhanced, charge-relaxation experiments were 
carried out on the recently devised dual-dielectric, charge-storage 
cellsY Aluminum oxide (AI 20 a, € = 9) was used as the insulator. The 
thickness do of the Si0 2 (€ = 4) was 125 A, and that of the AhOa, di , 

550 A. Thus, b = Co/Ci [see eq. (25)J is predicted to be given by 

Experimental values for b ranging from 0.8 to 1.2 were obtained over 
the temperature range of 150 °C ~ T ~ 300°C. The reason for this 
discrepancy is not known. Some possible explanations are discussed in 
Appendix D. The area of the devices was about 1.105 .um2, and the 
doping of the n-type silicon was about 6.1015 per cm3• Tungsten of a 
density of about 2 to 3.1014 per cm2 was used to produce the interfacial 
storage sites. 
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Table I 

Sample· T liT .103 Vb Va t2 
(°0) (volts) (volts) (minutes) 

H15-4 150 2.36 15 2.44 2.6.104 

H15-1 200 2.11 {1O 1.93 1.3.104
} 

H15-1 15 1.92 7.7.102 

H15-4 250 1.91 {1~ 1.76 2.7.104} 

H15-4 1.76 4.7.103 

H15-1 300 1.74 {18 
1.53 4.6.103

} 

Hl5-1 1.52 3.3.102 

• H15 is the wafer label and 1 or 4 is the chip label. 
t Estimated value. 

b . r(T) 
(minutes) 

1.2t 3.75.107 

1.12 4.3.106 

1.03 1.7.106 

0.8 6.2.105 

Table I presents a summary of the experimental results which we 
have analyzed most carefully. Four representative charge decay curves 
are plotted in Fig. 4. The envelope function Ve(t) associated with 
each curve is shown as well. From the Ve(t) we obtain the data given 
in Table 1. One might do better by attempting to fit the actual experi
mental curves with eq. (3), but we have found Ve(t) adequate for our 
purposes. 

In studying Fig. 4 one may wonder why the slope of the decay curves 
seem to diminish at higher temperatures. In fact, as is clear from eqs. 
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Fig. 4-Experimental results under four different conditions: T = 150°0, 
Vb = 15 V; 250°0, 7 V; 250°0, 10 V; 300°0, 10 V. In each case, the element was 
charged by setting Vb = 50 V for 100,."s. 
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(2) and (7), I dVjb/dtl increases as T increases, as one would expect. 
One must remember that we are plotting Vjb(t) versus loglo (t/h). 
Thus, the enhanced decay has shifted Vjb(t) to lower t, reducing the 
apparent decay of Vjb when plotted on a loglo t scale. The authors 
must admit to having expended some effort themselves getting used to 
plotting Vjb versus log t rather than log Vjb versus t, as is common in 
many decay problems. 

By plotting the values of T and V s given in Table I as functions of 
l/T, the activation energies Ea = 0.61 eV for T and Es = 0.065 eV for 
Vs can be determined [see Fig. 5 and eq. (7)]. From Fig. 5 we can 
also calculate To and Vso Ceq. (7)J: To = 2.0 minutes and Vso = 0.41 V. 
Using the E a, To, E s , Vso so determined, we use eq. (7) to extrapolate 
T(To) and Vs(To), where To is room temperature (290 0 K, 17°C). We 
find T(To) = 7.7 X 1010 minutes and Vs(To) = 5.5 V. With these 
values, we can predict the room-temperature, zero-bias relaxation 
times using eq. (8). 

The activation energy Ea of 0.61 eV is comparable to activation 
energies ranging from 0.4 to 1.2 eV reported for Frenkel-Poole con
duction through oxide layers.24- 28 We conclude, therefore, that Ea may 
be interpreted as being associated with an activation process. Although 
E8 is relatively small, being on the order of several kT's, its existence 
does result in an appreciable variation of Vs with T (as observed experi
mentally). We do not have a simple independent quantitative explana
tion of its magnitude and caution the reader against interpreting E 8 as 
being associated with a simple, thermally activated process. 

As discussed in Section III, the charge-retention time of our dual
dielectric, charge-storage cell is well-characterized by the device 
"roll-off," or relaxation time, as defined in Fig. 3. Owing to the non
linear dependence inherent in the charge decay, Trelax depends upon 
the "initially" stored charge, which we denote in terms of flatband 
voltages by VI = Vjb(t l ). In Fig. 6 we plot Trelax as a function of VI 
for several temperatures of interest. For room temperature and a VI 
of 10 V, Trelax is 3.104 years; for 7 V, 6.104 years. That Trelax is a func
tion of stored charge should be carefully noted. Lastly, we note that, 
for room temperature at Trelax, V jb has dropped (0.69) (5.5) = 3.8 V 
below VI. At 80°C the drop is only 2.4 Vowing to the reduced value, 
of V8 (= 3.4 Vat 80°C). However, now Trelax for 10 V is only 100 years, 
and for 7 V, 300 years. 

In Fig. 7 we plot Tmargin as a function of VI for zero bias and for the 
same temperature used in Fig. 6. As is obvious physically, the larger 
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Fig. 5-Experimentally determined parameters T and V. plotted versus liT to 
determine the activation energies Ea and E •. 

the initial stored charge (initial Hatband voltage VI), the longer the 
time required for the Hatband voltage to drop to the margin voltage 
V m, here taken to be 4 V. The horizontal lines give the upper limit or 
largest possible Tmargin for the given temperature. For VI between 4 and 
5 V, Tm goes rapidly to zero, as is clear from Fig. 3. For VI less than 
4 V, Tm is obviously meaningless. 
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(Vb = 0) and temperatures of -40°C, 17°C, SO°C, and lOO°C plotted as a function 
of "initial" flatband voltage VI = V (tl), where h = 1 minute. 

v. CONCLUSION 

In this paper we have discussed a method of predicting the retention 
time of charge in dual-dielectric, charge-storage cells. The method is 
based on the realization that an envelope function Ve(t) exists, that 
this function is determined primarily by the characteristic relaxation 
of the device, and that this relaxation is a strong function of tempera-
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Fig. 7-The predicted margin time for zero-applied bias (Vb = 0) and tempera
tures of -40°C, 17°C, 80°C, and lOO°C plotted as a function of "initial" flatband 
voltage VI = V(t), where tl = 1 minute. The horizontal line above each curve is 
the upper limit for Tmargin as V I is taken larger and larger. 

ture and applied bias. By choosing an appropriate function to represent 
the dependence of the discharging current on the applied bias and 
stored charge, it is possible to discuss all the interesting features of the 
time-dependent charge decay in terms of simple mathematical expres
sions. We were thereby able to predict, on the basis of experimental 
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data obtained under bias-temperature stressing of representative 
devices, the time dependence of the shift in the Hatband voltage at 
zero bias and operational temperatures (room temperature to 80°C). 
In particular, we can characterize the nonvolatility of the DDC's in 
terms of a roll-off or relaxation time Tr and a margin time T m , both 
dependent on the level of initial charging. Although these times are on 
the order of 104 years, they were determined from experimental data 
taken over a period of only a few weeks. This was possible because our 
method of bias-temperature stressing greatly enhances the dominant 
discharging processes, speeding up the charge decay without intro
ducing significant decay from otherwise insignificant decay modes. 
Because of this, we feel that our method will greatly facilitate the 
realistic prediction of the nonvolatility of DDC's. 
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APPENDIX A 

Equations (1) and (2) in the text are admittedly oversimplified, 
despite the ease they render in interpreting the data. Nonetheless, the 
characteristic decay V (t) discussed in the text is approximately ob
tained in a variety of cases, e.g., tunneling or Frenkel-Poole, even when 
it is known that the rate of decay is proportional to more complicated 
voltage dependences than exp (V jV s ). It is the purpose of this appendix 
to outline why this is so. For simplicity, we assume that conditions are 
such that only one decay mode is important. 

Usually we can write the decay of the stored charge, or, equivalently, 
that of the Hatband voltage V, in the following form, 

dV [. ] dt = - f(V + bVb ) - f(O) , (12) 

where, in turn, 

fey') = Aefl(VI), V' = V + bVb, (13) 

A being a dimensional constant and g(V') a function of temperature 
and applied bias as well as of various powers of V' (and possibly of 
loge V'). The point of writing fey') in the form given in (13) is to focus 
primary attention on the exponential nature of the functional depen-
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dence of fey') on V. Thus, fey') can be approximated over a wider 
range of V by a Taylor expansion of g(V') in (13) than by a Taylor 
expansion of fey') directly. 

Suppose at t1 « Trelax , V = VI. Then, assuming f(O) «f(V') for 
V of interest, we can readily integrate (12) if we approximate g (V') 
by g(V;) + I'(V - VI), where l' may be chosen in various ways 
(V~ = Vi + bVb). For example, we may desire upper and lower 
bounds for Vet), in which case we can use upper and lower bounds for 
g(V'). In some cases, l' = g'(V;) or l' = [g(V;) - g(V~)J/(VI - V 2) 
give such bounds. In all cases, we obtain the characteristic decay of 
which eq. (3) is one example. 

A somewhat more appealing approach that avoids approximating 
quantities in exponents is the following. 28 •29 Again, assume f(O) « f(V') 
to write the integral of (12) in the form 

_ _ _ rV2 ~ = _! rV2 dVe-oev1)g'(V'). 
t2 tl - JV

1 
fey') A JV

1 
g'(V') 

According to the intermediate-value theorem, this becomes 

t2 - tl = - ~ _,_1_, r V2 dVe-oev1)g' (V') 
A g (V3) JV 1 

= ~ _1_ [e-oev~) _ e-oev~)J 
A g'(V~) , 

(14) 

(15) 

where V 2 < V3 < VI. (Physically, we must have g'(V') > 0.) Thus, 
given VIand t1, for each V 2 of interest, t2 follows from (15) to within 
the uncertainty of choosing g'(V~). (This will normally be, at most, a 
factor of 2 for V 2 ~ 1/2V 1.) The envelope function Ve(t) follows at 
once from (15) by setting tl and exp [-g(V;)] to zero. 

(16) 

If we note that V;(t) = Ve(t) + b Vb, differentiating (16) with respect 
to Vb at fixed t and assuming that g'(V~) is only weakly dependent on 
V b, it follows at once that 

-b. 

Under these conditions, the vertical separation between envelope 
functions Ve(t) corresponding to two different applied biases V~ and 
V2 (at the same temperature) will be b(V~ - V2), even when these 
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envelope functions are not straight lines, but are given in general 
by (16). 

Equation (15) may be rewritten in the characteristic form as 

g(V~) - g(V;) = -loge [1 + Ae{)(V;)g'(V~)(t2 - tI)J, (17) 

where we may write 

(18) 

Equation (18) follows from the mean-value theorem (V2 < V 4 < VI). 
Thus, while it is clear that the exact solution will in general not be 
precisely given by (17) and (18), such a solution will still show the 
same general features as the above for physically reasonable g(V). It 
should be noted that, since g' (V~) and g' (V~) actually represent aver
aged quantities, and since g(V;) is simply an initial condition, the 
results given in (17) and (18) are rather insensitive to the detailed 
dependence of g(V') on V. 

One final point should be noted. For V sufficiently small and Vb = 0, 
we may write 

d;; ~ _ 1'(O)V. (19) 

The solution to (19) is the common exponential decay {exp (-tlt o), 

To = [1' (0) J-1} now with voltage V an exponential rather than a 
logarithmic function of time t. For t» Trelax , clearly V (t) will be of 
this form. But this is well beyond the region in time of the primary 
decay of the charge, and it is this primary decay governed approxi
mately by (17) to (18), which is of crucial importance for evaluating 
charge storage devices. 

APPENDIX B 

B.1 Decay through the insulator 

Section II indicated that the electric field 8 in the insulator drives the 
charge-decay current [see eq. (1)]. This electric field arises from the 
stored charge and the applied bias. The purpose of this appendix is to 
express 8 in terms of two measurable voltages, the flatband voltage, 
which measures the stored charge, and the applied-bias voltage. 

Let Co be the capacitance of the oxide in series with the semicon
ductor, and let Ci be the capacitance of the insulator. We assume Co 
(as well as Ci ) is independent of voltage. (We thus ignore the bias 
dependence of the semiconductor capacitance.) Simple capacitative 
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division implies that, if Vb is applied to the gate and there is no stored 
charge, then the voltage iT b dropped across C i is given by 

(20) 

On the other hand, if a charge Q is stored and Vb = 0, then the voltage 
iT a across C i is given by 

(21) 

See Fig. lb. But Q is related to the flatband voltage V/b by the relation 

(22) 

See Fig. 1d. Thus, 

V- V l/Co 

a = /b l/Ci + l/Co • 
(23) 

The total voltage drop V T across C i, which produces 8, will in general 
be a superposition of the two; thus, 

(24) 

where 
(25) 

In passing from eq. (1) to eq. (2) in the text, we have let Vs(T) absorb 
the prefactor (24). Thus, Vs(T) depends both on the physical processes 
of the decay and on the geometry of the device. 

lt is important to note that b can be greater than as well as less than 
unity. In principle, b can be computed from knowledge of Co and Ci . 

lt is more easily obtained from the measured decay curves, a more 
reliable method. lts slight temperature variation is somewhat of a 
puzzle. If at higher temperatures additional capacitances C; and C~ 
arose in series with C i and Co, respectively, then b would become b' 
given by 

(26) 

One expects the semiconduct.or portion of t.he device C c to bp, morp, 
susceptible to degradation than the insulator side Ci • If C; = 00 and 
C~ < 00, then b' < b, as observed. For lower temperatures, b is close 
to its value predicted by (25). Fortunately, b is determined within 
experimental error at a given temperature to be independent of Vb. 
Thus, at each temperature we can predict zero-bias behavior. We can 
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then predict room temperature, zero-bias behavior from higher tem
perature, and zero-bias behavior without knowledge of b. This is be
cause only the factor bVb enters eq. (2), and Vb = 0 for zero bias. 

B.2 Decay through the oxide 

If the primary discharging current is through the oxide (rather than 
through the insulator, as assumed throughout this paper), then the 
electric field that produces this current must be calculated from the 
voltage across the oxide. Using the notation introduced above, we 
note that the portion V~ of the bias voltage Vb dropped across the 
oxide is 

(27) 

On the other hand, it is clear from Fig. 1b that the contribution V~ of 
the voltage resulting from the stored charge is just Va given by (23). 
Thus, the total voltage drop V; across Co is given by 

Thus, unlike the case of V T (24), no geometrical factor analogous to 
b enters. 

APPENDIX C 

In this appendix, we derive two minor results used in the text. 

(i) To show that Vjb(t) < Ve(t), we need only compare the argument 
of the loge in eq. (3) with tl = 0 and VI = V~ with that of eq. (4) when 
written 

Ve(t) = Vs loge [( 0 + ~ ebVbIV,)-l]. (29) 

From (3), we have 

Vjb(t) = Vs loge [( e- V11V, + ~ ebV,IV,)-l]. (30) 

As the argument of the loge in (30) is less than· that in (29), it follows 
at once that 

(31) 

[Additional decay mechanisms important for very short times « 1 
minute), which are not included in (30), will, of course, reduce V jb 
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even further.J It may be noted that VI and tl may be chosen so that 
Vjb(t) given in (3) exceeds Ve(t) and V jb approaches Ve from above. 
Such unphysical behavior would result if one mistakenly chose a value 
of tl too large; that is, if, after completing the charging of the device 
(t = 0), one recorded VI at tl using a clock that read a time sufficiently 
larger than 0 at t = O. 

(ii) To show that VI ~ V~ when tl « Trelax , we calculate VI from 
eq. (3), in which we set VI = V~, tl = 0, and Vb = O. Then it follows 
that 

VI = Vsloge [evrIV. (1 + _tl_ )-1]. 
. Trelax 

(32) 

If now tl « Trclax (the usual case), then 

VI ~ V~ - _tl_ Vs' (33) 
Trelax 

Since V s < V~ and tl ~ 10-2Trelax at most (for room temperature and 
zero bias 10-7 is typical), we may use V 1 ~ V~ to a very good degree 
of approximation. The actual, initial, flatband voltage may be larger 
than V~, owing to other decay mechanisms which may be important 
for t < 1 minute. It is VI [or V~ obtained from VI using eq. (3)J, how
ever, with which we are concerned. 

APPENDIX D 

The lib-Factor" 

The disagreement between the predicted b-factor (25) of 2.0 and 
the much smaller measured b-factor (Table I) of 0.8 to 1.2, which we 
shall call b', calls into question our assumption that the electric field 
in the insulator is spatially constant. This follows because, if the field 
is spatially constant (and if the current per carrier depends only on 
the electric field, as is physically reasonable), then the measured and 
predicted b-factors, b' and b, would agree. Since, in fact, they do not 
agree, we conclude that the field is not spatially constant, a result, 
perhaps, of charge stored in the insulator. It is the purpose of this 
appendix to investigate some consequences of charge stored in the 
insulator (in addition to ~hn,rgp- Rtorp-d at the oxide-insulator interface) 
on the decay of the flatband voltage V jb . 

Let us begin by asking what information our flatband-voltage mea
surements tell us in light of the possibility of having charge storage in 
the insulator. Referring to our empirical result (2), we note that, at a 
fixed temperature, the rate of decay of V/b(t) is a function of 
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[V/b(t) + b'Vb]. Thus, whatever electric field governs the decay of 
V/b(t), it too must depend on V/b and Vb in the form [V/b(t) + b'Vb]. 

The next step is to express the various fields and voltages of interest 
in terms of the stored charge. Let Qs (t) be the charge stored at the 
oxide-insulator interface at time t, Pi(X, t) the density of charge stored 
in the insulator, Ei the dielectric constant of the insulator, and Eo that 
of the oxide. It follows (see Fig. 1d) that the Hatband voltage is 
given by 

V/b(t) = Qs (t) + fdi 
Pi(X, t) (d

i 
_ x)dx 

Ci 0 Ei 
(34) 

== V s (t) + V m (t) (35) 

= /c di 
PT(X, t) (d i - x)dx (36) 

o Ei 

== V T(t), (37) 

where 
PT = Pi + (Qs/A)o(x). (38) 

Here A is the cross-sectional area of the device, di is the thickness of 
the insulator, o(x) is the usual delta function, Vs is the contribution of 
Q8 to V Jb, and V m (the m referring to moment of charge) is the con
tribution of the charge stored in the insulator to V/ b• (Throughout our 
discussion, we are assuming that no charge is stored in the oxide.) A 
straightforward but more involved calculation leads to the electric 
field in the insulator, 0 < x < di, under general charging and applied
bias conditions: 

E(x, t) = (1 + b)-l[ Qs(t)/di + b Vb + (X dx' Pi(X', tJ (1 + b x' ) 
C i di J 0 Ei d i 

_ (d
i 

dx' Pi(X'., t) b (1 - ~)] (39) 
J X E~ d~ 

If we integrate (39) or (40) over the insulator, we obtain the average 
field times di, the voltage drop across the insulator Vd(t) given by 

Vd(t) = (1 + b)-l[Vs(t) + Vm(t) + bVb] 
(1 + b)-l[VJb(t) + bVb]. (41) 
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Using these results, we can discuss what physical effects can and cannot 
lead to the observed behavior (b' < b). 

Owing to the presence of charge in the insulator, the electric field 
at the oxide-insulator interface will be reduced from its value in the 
absence of such charge. If E(O+, t) controls the decay, perhaps this 
reduction can lead to a reduced b-factor. Unfortunately, this effect 
would result in (b' > b) rather than (b' < b). To see this, we note 
from (39) that 

E(O+, t) 

(42) 

If this expression is to be a function of [Vjb(t) + b'V b], it is necessary 
that 

(43) 

To satisfy both (35) and (43), it is necessary to have 

lib - lib' 
V met) = lib + 1 Vjb(t) (44) 

and 

1 + lib' 
Vs(t) = lib + 1 Vjb(t). (45) 

However, if b' < b, then lib < lib', and the coefficient of Vjb(t) in 
(44) is negative. This is rather disturbing since, as a result of the initial 
charging and subsequent decay of the charge through the insulator, 
one would expect V met), as defined in (35), to be positive. In addition, 
(44) implies that, as V jb decreases during charge decay, V m must 
increase algebraically. This can occur only if charge stored at the 
oxide-insulator interface becomes trapped in the insulator neutralizing 
the charge trapped there. This effect would be enhanced if more charge 
were neutralized near the interface (x = 0) than in the middle of the 
insulator. Although this may be the source of (b' < b), the origin seems 
physically unreasonable of the bulk trapped charge of sign opposite 
the stored charge which, although not neutralized by the charging 
current, is neutralized by the decay current. We conclude that, if 
(b' < b), then the field at the interface probably does not control the 
charge decay. 

We note in passing that, since the voltage drop Vd(t) across the 
insulator (41) is already a function of [Vjb(t) + bVb], it also cannot 
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be the average field in the insulator which is controlling the decay. 
This hardly requires further elaboration. 

One effect that charge stored in the insulator has on the decay is to 
enhance the electric field near gate (x = di ) relative to the field near 
the interface (x = 0). This enhancement may be sufficient to remove 
charge stored in the region X o < x < di of the insulator during the 
initial portion of the decay, leaving significant stored charge only in 
the region 0 < x < X o of the insulator and at the interface. If, during 
the remainder of the decay, the decay rate is governed by the electric 
field at xo, we then expect to observe (b' < b). Let us see how this 
comes about. 

If Pi(X, t) = 0 for x > xo, then the electric field at x = Xo is, accord
ing to (39), given by 

where 

(47) 

(XO 
= A J 0 dx' Pi (x', t), (47a) 

the size of the stored charge in the insulator. Alternatively, using (40) 
for the field, we obtain 

bib' [, b' Q(t),] 
E(xo, t) = (1 + b)d

i 
-b V T(t) + b (1 + b) ----c: + b Vb , (48) 

where Q (t) is the total stored charge defined by 

(49) 

For E(xo, t) to be a function of (Vjb + b'Vb), it IS necessary that 
[using (37) ] 

(50) 

or that 

V (t) = 1 + lib Q (t) . 
T 1 + lib' Ci 

(51) 
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Now (b' < b) implies that C i V T (t) < Q (t), which means in turn that 
some charge is stored in the insulator, a consistent result. 

Having seen how a measured b-factor (b') can arise which is less than 
the computed b-factor (b), we must inquire as to whether the effect is 
sufficient to explain the measured results. For simplicity, let us assume 
that Pi is uniform for 0 < x < Xo. Then it follows that 

It then follows from (48), (51), and (52) that 

Q/C i 1 + Qt/Qs 
V T = 1 + (Qt/Qs) (1 - xo/2d i ) 

1 + l/b' 
1 + l/b 

(52) 

(53) 

If we consider the case at hand where b = 2.0 and b' is essentially 1, 
then (53) implies that Xo must be at least 0.50 X di, that is, that the 
stored charge in the insulator must extend at least 50 percent of the 
distance from the interface to the gate. If Qt/Qs is 1.0, then Xo = di• 

Thus, Qt/Qs must be at least 1.0 for, if it were smaller, then Xo > di, 
which is not possible. Therefore, if the charge stored in the insulator 
is uniform between x = 0 and x = x o, then it is necessary to under
stand the observed b' that 0.50 < xo/di < 1 and 1.0 < Qt/Qs, the 
latter implying that more charge must be stored in the bulk at the 
insulator than at the interface. 

In the preceding paragraph, we have assumed that the stored charge 
was uniformly distributed in the region 0 < x < Xo. In fact, we expect 
the charge to be more dense near the interface (x = 0) where the field 
is lowest than near x = Xo. To satisfy (51), this would require larger 
values of Qt/Qs and of Xo than for the uniform case. We have also 
assumed that it is the electric field at Xo that controls the decay. It is 
possible that E (x, t) for x < Xo in fact performs this function. This 
would further increase the values of Qt/Qs and Xo required to achieve 
(b' < b). One's lattitude here is rather limited, however, for, as we 
have seen, if it is E(O+, t) which controls the decay, then Qt/Qs becomes 
negative. We offer the above, therefore, as possibilities only. 

Another source of Lbe (1/ < b) e1Ied is that the charge 11lay be 
extraction-limited, that is, controlled by the field at x = di • If we put 
Xo = di in eqs. (46) and (47a), then we again obtain (51) relating the 
total stored charge to its first moment. We noted above that we could 
understand the measured b-factor for Xo = di and a uniform, stored, 
insulator charge if Qt/Qs = 1.0, a reasonable but perhaps somewhat 
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large value. However, if the current is extraction-limited, then we 
expect that the charge would be more dense near x = di than in the 
bulk of the insulator. As a hypothetical example, suppose that the 
stored, insulator charge is uniform for Xl < X < di and zero for 0 < X 

< Xl. Then from (37) we obtain 

It then follows from (49) and (51) that 

Q/Ci 1 + Qt/Qs 
v;- = 1 + (Qt/Qs)(l - xI/di )/2 

1 + l/b' 
1 + l/b 

(54) 

(55) 

This relation provides a much greater possibility for obtaining (b' < b) 
than (53). For example, if Qt » Qs, then 

b' ~ (1 + 2/b)-1 < b/2. (56) 

Or, if Xl ~ di , then 

(57) 

from which b' = 1 would follow for b = 2.0 if Qt/Qs = 0.333, a very 
reasonable value. For Xl < di , somewhat larger Qt/Qs would be re
quired to satisfy (55). However, in most cases Qt/Qs would be smaller 
than that in the previous example (53), in which the stored charge 
was assumed near the oxide-insulator interface. We conclude that, 
while we have indicated the possibility of how (b' < b) can come about, 
further work is required to really pin down and calculate the measured 
b-factor b'. 
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This paper describes the noise performance of input amplifiers for 
optical pulse-code-modulation repeaters. The noise is treated in terms of 
an effective noise generator in parallel with the photocurrent induced in the 
detector and the effective noise, in turn, is related to error performance. The 
analysis applies to both conventional and integrating front ends. Both 
field effect and bipolar transistor amplifiers are treated. For the latter, an 
optimum bias current that minimizes the effect of thermal noise is derived. 
Finally, predicted and measured performance are compared for silicon 
field-effect transistor input amplifiers at 6.3 Mb/s and 50 Mb/s, and for 
bipolar transistor and GaAs field-effect transistor input amplifiers at 
274 Mb/s. 

I. INTRODUCTION 

The factors which limit the performance of an optical receiver are 
optical quantum noise, leakage noise of the detector, thermal noise 
introduced by the detector load resistor, and various forms of noise 
introduced by the input amplifier. If an avalanche detector is used, 
the leakage noise has two components-one which is gain independent 
and the other which is gain dependent. In addition, the gain process 
introduces a signal-dependent noise. In high-speed pulse-code-modu
lation (PCM) receivers, input-amplifier noise plays an important 
role in the determination of system performance. If leakage current 
is negligible, it can be shown1,2 that without avalanche gain the 
required signal power to achieve a given error probability varies as 
the square root of the thermal noise power and with optimum avalanche 
gain with the sixth root of the thermal noise power. Furthermore, the 
optimal avalanche gain varies as the cube root of the thermal noise 
power. • 

* These results assume an excess noise coefficient of 0.5. 
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In applications employing a detector with a capacitive impedance 
such as nuclear particle counters3 and television camera input ampli
fiers,4 an approach has been employed in which the input circuit 
integrates the signal and the signal is equalized after amplification. 
Personick2 has analyzed the performance of PCM repeaters with 
integrating front ends and Goell has experimentally verified some of 
his results at 6.3 Mb/s. 5 

The noise performance of an amplifier is often stated in terms of 
noise figure. This approach is attractive when thermal noise can be 
reduced by matching the source impedance to the optimum noise 
impedance of the amplifier. For optical receivers and other systems 
with a capacitive source the noise of the source is often a negligible 
portion of the total thermal noise, and the noise contributed by trans
former losses would more than negate the advantage gained by trans
formation. For this case, noise figure, which is inversely proportional 
to source noise power, is a poor figure of merit and it is better to treat 
the noise directly. 

The approach chosen here is to describe the noise of the amplifier 
by an equivalent input noise current generator which produces the 
same noise at the output as the internal sources of the amplifier. The 
intermediate step of finding a short-circuit input noise current gener
ator and open-circuit input noise voltage generator is dispensed with 
here because it does not contribute to physical understanding when the 
noise figure concept is not employed. 

If the linear portion of the receiver is modeled by a cascade of an 
amplifier, an equalizer to give a flat frequency response in the band of 
interest, and a filter to set the noise bandwidth and control the pulse 
response, then the equivalent current is a particularly convenient 
way to express the noise. This approach is conceptually simple, the 
effect of equalization is implicitly included, and filtering has the same 
effect on the equivalent noise as on the signal. 

The error performance of a PCM receiver can be related to the ratio 
of the peak signal to rms noise ratio at the regenerator. It will be shown 
that this ratio is equal to the ratio of the average received signal power 
to an effective noise current which can be readily derived from the 
equivalent input lloi::;e current. 

In the previously mentioned work by Personick the amplifier noise 
was modeled by the series voltage and shunt current noise generator. 
Results were given only for field effect transistor (FET) input ampli
fiers. In this paper the noise of both field effect and bipolar transistor 
amplifiers is analyzed. The effect of spreading resistance and load 
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Fig. I-Typical input circuit of an optical repeater. 

noise is included and the application of the method to cases in which 
the noise of more than one stage is significant is described. The ap
proach is used to compare the performance of silicon bipolar and field 
effect transistors and GaAs field effect transistors as a function of bit 
rate. Theoretical predictions are compared with measured results 
for silicon FET input amplifiers at 6.3 Mb/s and 50 Mb/s6 and for 
bipolar transistor and GaAs FET input amplifiers at 274 Mb/s. 

II. CALCULATION OF EQUIVALENT NOISE 

A model of the initial stages of a typical optical receiver is shown 
in Fig. 1. The resistor Rr is provided to return the detector bias current 
to its source. Equalization is provided to compensate for the frequency 
dependence of the amplifier gain, and filtering is provided to limit the 
noise bandwidth and shape the signal. For the cases to be described 
here, it is convenient to think in terms of an equalizer to give a flat 
frequency response followed by a filter which describes the frequency 
dependence of the transfer characteristic of the receiver, although in 
practice they can be combined. In some applications, such as where 
matched filtering is to be employed, another approach might be used. 

The detector circuit without avalanche gain can be modeled as 
shown in Fig. 2. Here i p is the induced photo current, C j the detector 

Rsd 

t ip 

Fig. 2-Detector circuit. 
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Zj Zo 

Fig. 3-Equivalent noise circuit. 

junction capacitance, Rsd the diode spreading resistance and Ssd the 
noise current spectral density associated with it, Cc the capacitance 
of the interconnection circuit, Sr the noise current spectral density of 
the dc return resistor, and S l the spectral density of the gain-inde
pendent diode-leakage noise current.· With avalanche gain, i p is the 
photo current multiplied by the mean gain, g. 

The performance of any linear amplifier can be described by the 
equivalent circuit of Fig. 3. Here, the impedance Zi is the parallel 
combination of the input impedance of the circuit and the output 
impedance of the preceding circuit, and A (w) is the current amplifi
cation of the stage. Seq is the frequency-dependent equivalent noise 
current spectral density of the noise current generator which when 
applied to the input gives the same output noise spectral density as the 
internal noise generators. 

An equivalent circuit which applies to both bipolar and field-effect 
transistors is shown in Fig. 4. Spreading resistance has been ignored 
for the present, but will be analyzed later as a separate stage. 

The equivalent noise current spectral density is given by 

(1) 

where Seq1 is the contribution to Seq of Sl, the emitter (source) noise 
current spectral density, and Seq2 is the contribution to Seq of S2, the 
collector (drain) noise current spectral density. The calculation of 
Seq 1 and Seq2 for common emitter (source), collector (drain), and base 
(gate) stages is described in the appendix. A comparison of amplifier 
configuration is also given. 

At low frequencies, that is, when the transit time of carriers through 
the device is short compared to the period of the signal, for a field
effect transistor at pinch-off 

(2) 

* The effect of the gain-dependent leakage noise has been described by Personick.2 
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BASE (GATE) COLLECTOR (DRAIN) 

V1 

t 

EMITTER (SOURCE) 

Fig. 4-Equivalent circuit for both bipolar and field effect transistors. 

and 
(3) 

where T is the temperature, gm is the transconductance, III is the gate 
leakage current, ell is the gate capacitance, and k is Boltzmann's 
constant.7 For junction field-effect transistors, r = i and (J varies 
from lo to /5.8 With currently available devices, drain noise has 
been found to predominate with an untuned input circuit. 

At very low frequencies account must also be taken at II! noise. 
The II! noise region for junction field-effect transistors extends to a 
few hundred kilohertz, while for metal-oxide semiconductor field 
effect transistors it can extend to above 10 MHz. For GaAsFETs 
intervalley scattering adds an additional component of noise. For this 
case r = 1.1. 9 

For bipolar transistors with short base transit time, the input and 
output noise generator spectral densities are given by 

SI = 2eh, 

S2 = 2eIc, 

(4) 

(5) 

where h is the base current and Ie is the collector current.7 The above 
applies for the case of short base transit time and the base current 
much greater than the reverse base saturation current. 

III. EFFECTIVE NOISE IN PCM RECEIVERS 

For PCM systems, performance is measured in terms of required 
power to achieve a specified error probability and the error probability 
is determined from the ratio of the peak signal to the rms noise at the 
regenerator input. In this section the relationship between the peak
signal-to-rms-noise ratio, the average received signal, and the equiv
alent noise will be described. 
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We shall assume that the detected photo current, an un distorted 
version of the transmitted signal, is given by 

00 

L Tbbdavhp(t - kTb), 
k=-oo 

where 

bk = 0, 1 depending on the signal statistics, Tb is the bit interval, and 
I avTb is the detected charge if a single pulse were received. It is assumed 
that the transmitted pulses are distinct. 

The output signal is given by 

00 

L bkhmho(t - kTb), 
k=-oo 

where ho(t) has been normalized to have unit peak amplitude and hm 
is the peak output signal current. It will be assumed that intersymbol 
interference is negligible, that is, that at the sampling instant, ts , 

ho(ts - kTb) = 0 
k = ±1, ±2, .... 

An inconsequential time displacement has been ignored. Then the 
transfer function is given by 

A (w) = hmH o(w) (6) 
TblavHp(w) , 

where Hp(w) and Ho(w) are the Fourier transforms of hp(t) and ho(t), 
respectively. The mean-square noise after amplification and filtering 
is given by 

n2 = ;7r looo I A (w) 1
2SeQ (w)dw. 

Substituting the mean-square noise into eq. (6) gives the peak-signal
to-rms-noise ratio 

(7) 

where 

·2 1 roo I
H o(w)1

2s d 
~err = 27rT2 J 0 H pew) eq w. (8) 
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Thus the quantity "i!:r is an effective noise current which relates the 

thermal noise to the average induced photocurrent. 
For the case where most of the noise originates in the first amplifier 

stage we will see that under conditions which apply in several cases 
of interest the equivalent noise can be expanded in the Taylor series 

Seq(W) = L:cxj(w)dj. 
j 

It is then convenient to put the effective noise in the form 

where 

i~ft = !b L: CXj(27r!b)jdj, 
j 

(9) 

(10) 

and fb = I/Tb. The normalization ratio was chosen so that the g's 
depend only on the shape of the pulse relative to the bit interval, not 
on the bit interval. 

It can be shown2 •5 that for binary PCM with an avalanche detector 
the power required to achieve a specified error probability, Pe, is 
given by 

where 

and 

= hvQ [ Qil!b + ~ ~] P 2 -2 - eft, 17 g ge 

17 = detector quantum efficiency, 

e = electronic charge, 

v = optical frequency, 

{j = detector quantum efficiency, 

{j = mean detector gain, 

if = mean-squared detector gain, 

(11) 

The function erfc is the error function complement. For a gainless 
detector when thermal noise predominates, the first term in the bracket 
of eq. (11) can be neglected. 
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A value of {j exists1 which minimizes p. The ratio of g2 / {j2 can be 
approximated * by {jx. Then the value of {j which minimizes p is given by 

_ (2~ )1/(X+l) 
gopt - xeQfb (12) 

and the required power at optimum gain is given by 

_ hvQex+2)/ex+l) ( xefb )1/ex+1) ( 1 ) ~X/e2x+2) 
P opt - -2 1 + - ~ef! • 

1}e x 
(13) 

IV. APPLICATIONS 

In this section, the effective noise for both field effect and bipolar 
transistors will be described. Emphasis will be placed on conditions 
encountered in receivers operating in the 1-Mb/s to 1-Gb/s range. 
It will be assumed that most of the noise originates in or before 
the first amplifier stage. Corrections for the load, subsequent stage, 
and spreading resistance noises will be included. 

Both detectors and transistors have distributed junction capacitance 
and series resistance followed by a case capacitance. However, at the 
frequencies to be covered here the equivalent circuit can be approxi
mated by capacitors across the detector source and transistor base 
(gate) separated by the total spreading resistance of both devices. 
The spreading resistance can be considered as a separate stage with a 
trapsfer function A (w) given by 

1 
A (w) = 1 + jwCdRs 

and noise current spectral density 

Ss = 4kTw2CaRs, 

where Cd is capacitance across the detector source. 
The gain-independent leakage current I d can be accounted for by a 

noise spectral density 

Seqd = 2eld 

in purullcl "'.vith the detector current generfttor. Noise of spp.etral 
density Sr is contributed by the return resistor, Rr, which will be as
sumed to be on the amplifier side of Rs. This assumption is valid as 
long as the contribution of Rs to the noise is small. 

* Silicon detectors with x between 0.3 and 0.5 are available today commercially. 
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The total equivalent noise current spectral density can be written as 

S = S + S + Seq1 + Sr + Seq2 
eq s eq d 1 A (w) 12 

_ 2 2 4kT [O(WCo)2 1 rgm + ~L] 
- 4kTw CdRs + 2eld + 1 A (w) 12 ---g;:- + Rr + 1 gmZo /2 , 

where 

1 1 . ( Cd) 
Zo = Rr + JW Co + 1 + jwCdRs ' 

Co = Cos + Cod, 

and R L is the amplifier load resistance. Thus, 

Seq ~ 4kT [w2C~Rs + 1 + ~2C~R; + O(WCo)2 (1 + w2C~R;) 
r gm 
1 

rgm + R L J ( 1 2 )2 + g; 1 Rr - W C oC dRs 

+ w' (C t + Cd ~:)'l] + 2e1., (14) 

where 
Ct = Cd + Cos + Cgd. 

In practice Rr can be made extremely large so 

and, from eq. (9), 

Rs« 1 
Rr 

_ [[ 1 rgm + ~ ] 
i;rr = 2eI djbfJ 0 + 4k Tjb Rr + g;R~ L fJ 0 

r rgd + ~ 1 
+ (27rjb)2 tgo + g; L CF J fJ2 

rrgd + ~ 1 ] 
+ (27rjb)4 t g; RL c~ + goC~R;J fJ4 . (15) 

From this relation, it is clear that, from the standpoint of thermal 
noise, Rr should be as large as possible, even if signal integration takes 
place. 
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For junction field-effect transistors such as the 2N3823, the gate 
noise is negligible. Assuming Rr is large and the detector leakage 
current is negligible gives the simple relation 

~ 8kT!b(271"!bC t) 292 
tea = 3g

m 
• (16) 

Thus, for this case which is typical for junction FETs operating at a 
bit rate below 25 lVlb/s, the quantity 

is a figure of merit for the required power without avalanche gain. 
Under the above assumption, the effective noise current increases 
with the! power of the bit rate. 

We now turn our attention to the bipolar transistor. Unlike the FET, 
for a bipolar transistor the optimum bias is dependent on frequency. 
For a bipolar transistor, 

where Zb, the impedance across the base, is given by 

1 1 . ( Cd) 
Zb = Rb + JW Cb + 1 + jwCdRs 

and 

Assuming that the dc current gain equals the ac current gain, the 
equivalent noise current spectral density is 
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Then 

T 21-( [1 ( 1 )1 2kT 1 1 () 12kTC~Rs ~eft = 'Jbe 1 + ~ b + e{32RL + d f1 0 + 27rjb 2 e 

+ CaR;!. + (~ + :'::J[ c;(:J.Y + CaR; + 2CaR, (:J.)] I g, 

+ (2)rJ,)'1 ( ~ + il~:: J ClCiR; ( :J.)}.} 
At values of base bias which will shortly be shown to lead to minimum 
effective noise at frequencies up to about 1 GHz, 

Rs // 1. 
Rb "" 2, 

(27rjb)2C~C2R;f14 « C¥R2f12, 

and then 

i;' = 2fbe [1 (1 + D!. + e~~:L + 1+, 
+ (2)rfb)'12kT;lll, + ( ~ + il~:L) C; (:J.) 1 !I,]. (17) 

The base capacitance is the sum of the diffusion, depletion, and 
stray capacitances. The diffusion and depletion capacitances increase 
with base bias and the stray capacitance is bias independent. We will 
approximate C t by 

Ct~ Ca + C{3h. 

The optimum bias current is then found by differentiating i~ff; how
ever, a third-order equation results. Assuming most of the noise 
originates from the first stage (RL ~ (0), the optimum bias current is 

(18) 

The second radical is close to unity under most practical conditions 
(e.g., up to 1 Gb/s with (3 = 100, C{31b = 1 pF) and thus ho is set by 
the zero bias capacitance. Substituting ho into i~ff' again assuming all 
of the noise originates in the transistor, gives 

""'2 = ----;-z-1 1 + C{3ho (1 + C{31bo )1 ~eff ~eff 0 C
a 

2C
a

' 
(19) 
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where 

~ _ 87l"kTf~Ca I rl rl (1 + ! ). 
ten 0 - -{j§ 'V II oll 2 {3 (20) 

The term C{3Ibo is the diffusion capacitance at optimum bias. 
We can now go back and determine correction terms for the noise 

contributed by the series and load resistance terms at lbo. The ratio of 
the effective series noise current to ~ is given by 

(21) 

and the ratio of the effective load noise current to i~fto by 

(22) 

The input time constant at optimum bias is given approximately by 

(23) 

Since do> d 2 and {3 » 1 for practical conditions, the time constant 
will greatly exceed the bit interval. Finally, the current gain at opti
mum bias is given by 

(3 
G(w) = . 

1 + j wCt ~(1 + (3)d o 

wbCa d2 

Thus the transfer function is a function of W/ Wb and, for a fixed pulse 
shape and {3, the frequency dependence of the current gain, A (w), 
scales with bit rate and its magnitude is independent of bit rate. 

v. EXPERIMENTAL RESULTS 

The preceding analysis will now be compared with experimental 
results that have been obtained by Goell at 6.3 Mb/s and 274 Mb/s 
and by Runge at 50 Mb/s. 

The 6.3- and 50-Mb/s repeaters employed 50-percent-duty-cycle 
rectangular return-to-zero (RZ) optical pulses. For 274 Mb/s, the 
optical pulses were nonreturn-to-zero (NRZ). For the 6.3-1Vlb/s 
repeater the baseband pulses were RZ and for the other two repeaters 
the baseband signal was NRZ. In all of the cases the baseband pulses 
were close to the shape to be expected with a raised-cosine spectrum, 
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Table I - Signal formats and pulse shape integrals 

Transmitted Equalized go £12 Pulse Pulse 

Case I 50 cRercent RZ 0.30 0.13 
uty cycle 

Case II 50 percent NRZ 0.40 0.036 
duty cycle 

Case III NRZ NRZ 0.55 0.085 

but with some intersymbol interference at the highest bit rate. For 
the purpose of this paper we shall assume a raised-cosine spectrum. 
Since the error rate is a rapid function of the signal level, the effect 
of intersymbol interference on error rate can be accounted for by a 
reduction of received average power equal to the reduction of the 
worst-case pulse-pattern signal to threshold level. The integrals go 
and g 2 are summarized for each of the signaling formats in Table 1. 

For the 6.3-1VIbjs and 50-l\1bjs repeaters, SiFET front ends were 
employed. In the former case, gm was 0.006 mho and the total circuit 
capacitance 8 pF and for the latter these parameters were 0.006 mho 
and 6.7 pF, respectively. For the 274-l\1bjs repeater two front ends 
were tested; the first with a common-emitter followed by a common
collector stage, the second with a common-source GaAsFET input 
stage followed by an emitter follower. In both cases the input capaci
tance was 4 pF. The bipolar transistor used was an FMT4000. 

Figure 5 shows the base current vs collector current for the 
FMT4000. The current gain for this device is 160 for base currents 
to well below 1 J.l.A. 

Both the calculated and measured effective noise current is shown 
in Fig. 6 for the Fl\1T4000. The experimental values were inferred 
from the power which gave the signal-to-noise ratio experimentally 
determined to give a 10-9 error probability. Experimental curves are 
given for the input transistor and for the complete receiver. At very 
low bias currents the noise originating after the first stage becomes 
significant. Near optimum bias, which was calculated to be 5.5 J.l.A, 
the required signal is increased by about 0.5 dB by noise originating 
after the first stage. 

The measured optimum for the first stage is about 4 J.l.A indicating 
the base noise is somewhat higher than assumed in the theory. The 
error-rate performance was found to be optimum at about 7 J.l.A with 
about 2! dB more power than predicted from the calculated first-stage 
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Fig. 5-[ c vs h for an FMT4000 bipolar transistor with 10 V collector bias. 

and measured subsequent-stage noise. The puise response for pseudo
random data indicated that about 1! to 2 dB of this discrepancy were 
due to intersymbol interference. 

The measured and calculated effective noise currents for all of these 
bit rates are summarized in Table II. For the GaAsFET case an 
Fl\1T901 transistor was used with a gm of 0.016 mho. The leakage was 
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Fig. 6-Effective noise current vs base bias current for an FMT4000 bipolar 
transistor. 

under 1 fJ.A, which is negligible for 274 Mb/s. Only about half the 
total noise originated in the GaAsFET. This accounts for a significant 
part of the error. The noise of the later stages could have been reduced 
by the inclusion of an extra stage in the front end. However, the 
performance would still have been inferior to that of a bipolar transis-
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Table II - Comparative performance 

Mea- Mea- Cal-
Trans- Equal- sured sured cula-Bit Total First 

Rate mitted ized Device gm {3 Ct Stage tion 
Pulse Pulse (mmho) ff -ff. (Mb/s) '/,eff Shape Shape (nA) {"A. '/,eff 

'/,eff (nA) (nA) 
- ------

6.3 50% RZ RZ SiFET 6 8.0 0046 0040 0.39 
50 50%RZ NRZ SiFET 6.4 6.7 4.2 .. 3.68 

274 NRZ NRZ BP 160 4 49 42 23 
274 NRZ NRZ GaAsFET 16 4 79 55 36 

.. Not available. 

tor. The theoretical and experimental effective noise currents shown 
in Table II for the 6.3-1\1b/s and 50-Mb/s cases are in close accord 
with theory. 

VI. COMPARISON OF DEVICES 

Several considerations enter into the selection of an input stage for 
an optical receiver. Among these factors are sensitivity, dynamic 
range, power consumption, temperature stability, and cost. Each of . 
these factors, with the exception of the last which is beyond the scope 
of this paper, will now be discussed. 

Equations (15) and (20) indicate that the effective noise for bipolar 
transistors and field-effect transistors without leakage have a different 
dependence on frequency. Since the rate of noise increase with fre
quency is lowest for bipolar transistors one would expect them to be 
best at high frequencies. At lower frequencies FETs could be expected 
to be superior. GaAsFETs have appreciable leakage currents. With 
the F1\1T901 transistor the leakage varies between 0.1 and 100 p.A, 
though it is typically below 10 p.A. Thus the noise performance degrades 
at low frequencies. In addition, II! noise may be a problem. To date 
little is known about this source of noise in GaAsFETs and the possi
bility of its being significant at bit rates on the order of 10 Mb/s 
cannot as yet be ruled out. 

Figure 7 illustrates the dependence of the noise of SiFETs, 
GaAsFETs, and bipolar transistors as a function of frequency. The 
leakage current noise, shown separately, must be added to the device 
noise to get the total circuit noise. This is especially important for 
GaAsFETs where the leakage of the device can be the limiting factor. 
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Fig. 7-Effective noise current VB bit rate. 

The second case of Table I (50-percent-duty-cycle optical pulses, 
NRZ baseband) is chosen to illustrate the behavior to be expected. 
It is assumed that the device parameters of Table III apply. The FET 
curves terminate at the frequency where gmZI = 1. From the curves 
for this case bipolar transistors are superior to GaAsFETs above 150 
l\1b/s and to SiFETs above 20 l\/Ib/s. If leakage were negligible, the 
GaAsFET would be superior to the SiFET. However, since for cur
rently available devices the leakage runs from about 0.1 to 100 p.A 
it must be taken into account in the determination of the relative 
merit of the GaAsFET. For example, with 0.2 p.A of leakage the 
GaAsFET is superior to the SiFET above about 5 NIb/s. Unless the 
leakage is below about 1 p.A it is never superior to the bipolar transistor. 
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Table III - Device parameters for Fig. 7 

Device C t gm {3 (pF) (mho) 

Bipolar Transistors 4 160 

SiFET 8 0.005 

GaAsFET 4 0.016 

The previous cases apply to readily achievable results with com
mercial devices. However, these devices are not optimized for optical 
receiver applications. Figure 8 shows the optimum bias as a function 
of bit rate for each of the cases of Table 1. The optimum bias current 
is extremely small and for many transistors the beta will start to drop 
before optimum is reached. By reducing the area of devices the range 
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Fig. 8-0ptimum bias vs bit rate. 
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FREQUENCY IN MHz 

Fig. 9-Reciprocal gain vs frequency with gain bandwidth product (gm/27rC t) as 
a parameter. 

of operation can be extended. Furthermore, it will reduce the capaci
tance. If the stray and detector capacitances can also be reduced an 
additional improvement in performance can be achieved. 

The upper frequency at which an FET can be used is set by the gain 
bandwidth product of the device in the circuit. Figure 9 shows the 
gain versus frequency with gm/27rC t as a parameter. With an inte
grating second stage the second-stage noise becomes insignificant if 
the reciprocal gain, 1/ gmZ 1, at the highest frequency of interest is 
below 0.5 while for the noise from a nonintegrating second stage to be 
insignificant the reciprocal gain must be below about 0.1 at the highest 
frequency of interest. 

For an FET, gm and Cg are both proportional to gate length. * 
Increasing gate length increases drain noise (gm/C~ a: 1/length). On 
the other hand, decreasing gate length reduces the total capacitance 
more slowly than gm due to the detector and stray capacitance and 
thus increases the noise contribution of the succeeding stages. Thus 
an optimum value existst which can be determined from eq. (15) or 
eq. (14) if the load noise is frequency independent. 

* Gate length refers to the dimension perpendicular to current flow and width to 
the direction of current flow. The former dimension is readily changed. The latter 
can press the technology. 

t G. L. Miller has recently pointed out that Cg = Cd is the optimum condition 
when the first-stage drain noise predominates. 
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With improving technology it is expected that the gate width can 
be significantly reduced. Typical commercial silicon devices with 
5-JLm gate widths have gain bandwidth products of 132 MHz; experi
mental devices with 0.5-JLm gate widths have been reported with a 
gain bandwidth product near 1 GHz.lO 

We will now direct our attention to the question of dynamic range. 
Without avalanche gain, for an ac-coupled FET the voltage swing 
at the detector for the required minimum signal increases with the 
square root of the reciprocal bit rate. This effect has not been fully 
analyzed and data are not presently available indicating the bit rate 
at which amplitude distortion prevents proper equalization. However, 
at 6.3 IVlb/s, problems were not encountered with the signal 10 dB 
above that required for 10-9 error rate. 

For a bipolar transistor the signal current can become comparable 
with the bias current leading to gain variations with word pattern 
for an integrating front end. For example, with a -31-dBm signal 
(10-9 error rate at 274 l\1b/s) without avalanche gain the signal 
current is about 0.4 JLA average. Since the optimum bias is near 5 JLA 

this is appreciable. The ratio ~/ Ibo is proportional to 1/ ~ and 
independent of frequency. Thus the ratio of the required minimum 
signal current to bias current is frequency independent, but can be 
expected to increase as Ca decreases. 

If Ca could be greatly reduced so that 

then the bias could be turned off and integration would not take 
place. The noise would only be present when the signal was on and 
would be given by 

This expression is identical to the one which applies to ideal photo
multipliers and avalanche detectors with an infinite electron/hole 
ionization coefficient and large gain; the required signal is 3 dB above 
the quantum limit. 

Present bipolar transistors have a higher transconductance-to
device-current ratio than an FET. Thus, they consume less power. 
With avalanche gain where the required optical power is relatively 
insensitive to amplifier noise (varies at -! root), supply power may often 
be the deciding factor. It has recently been suggested that FETs 
have the same limiting transconductance-to-current ratio as bipolar 
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transistors,!1 e/kT. However, as yet this limit is not approached under 
practical considerations. 

Finally, bipolar transistors operated well above the reverse satura
tion current have better temperature stability than FETs. In appli
cations employing dc coupling this could be an important consideration. 

APPENDIX 

The equivalent input noise current spectral density of a cascade 
of circuits is calculated as follows. First, the circuits are partitioned 
in any convenient manner. Next, the output impedance of each stage 
is found going from the input to the output of the cascade since the 
output impedance is a function of the input loading. Next, the contri
bution of the equivalent noise current of each stage is referred to the 
input by dividing it by the product of the short-circuit current gains 
of all of the preceding stages. Finally, the individual contributions are 
summed in the square sense, that is, 

(24) 

where Aj(w) is the short-circuit current gain of the jth stage and S~q 
is the value of Seq for the ith stage. 

The current gain, output impedance, and contribution to Seq of 
SI and S2 (Seql and Seq2) for the common emitter (source), base 
(gate), and collector (drain) configurations are summarized in Table IV 
in terms of the common emitter (source) parameters. The primed and 
subscripted impedances are the parallel combination of the impedance 

Table IV - Equivalent parameters 

Configura tion Equivalent Equivalent 
Current gain 

(Common Noise Due Noise Due Output Impedance 
Terminal) to 81-8eq1 to S2-8eQ2 

A (e.» 

Emitter (source) 81 82 ( ') [ Z~+Z2 ] Zz-- Za I I 

( ') -llmZ1 ~ Zl +Z2+Z3+llmZ1Z , 
Z2--

(JmZ; ~ Zl+ Z2 

Zl+ Z 2 

Base (gate) 81 ZaS2 Z;+llmZ;Za Z; +Z3+llmZ;Za 

Z;+llmZ;Za Z; +Za+llmZ;Za Z2 Z: +Z2+Za+llmZ;Za 

Collector (drain) Zl(llmZ;-l)Sl (Zl+Z2)S2 Z2(1+llmZ1) Zl+Z; 

Z;(llmZ1+1) Z;(1+llmZ1) Zl+Z; Za Zl+Z;+Za+llmZ1Za 
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with the same subscript and the output impedance of the preceding 
stage. 

When 

and 

Z2» l/gm 

the common emitter (source) and base (gate) configurations give 
appreciable current gain. Under this condition the approximate 
relations of Table V apply for Seql, Seq2, A, and Zo emitter (source) 
and base (gate) stages; and for Seql, Seq2, and A for a common collector 
(drain) stage. Table V also gives approximate parameters for output 
impedance for a common collector (drain) stage for the cases 

gmZl »1, Z~» Zl 

and 

Z~ «gmZlZ3, Z~« Zl. 

The first case is typical of bipolar and the second of field-effect transis
tors. The II symbol represents the parallel combination of impedances. 

Insight into the choice of circuit configuration can be gained by 
examining the results given in Table V when the preceding assump
tions apply. If the gain of a single stage is large enough that the noise 
of subsequent stages is negligible, then all three configurations give 
identical results for Seql and Seq2. For this case, the choice of configura
tion would be made on the basis of output impedance. Since the 
detector impedance, except at extremely high frequencies, is large, a 
common base (gate) stage can usually be ruled out and the selection 

Table V - Approximate equivalent parameters 

Configuration 
Seql 8 eq2 A(w) Zo (Common terminal) 

Emitter (Source) 8 1 
82 

-gm(Z.I\ZI) Z3 
gm(Z.I\ZI) 

Ba:::;e (Ga.Le) C'f 8 2 1 gmZ:Z3 IJI 
gm(Z.\\ZI) 

8 2 
gm(Z.I\ZI) 

Z' 
Collector (Drain) 8 1 gm(Z.I\ZI) 

Zal\-t (Case I) 
gm 1 

1 
- (Case II) 
gm 
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between the common emitter (source) and common collector (drain) 
stage made on the basis of desired output impedance. Parenthetically, 
it is interesting to note that the output voltage for the two cases is 
identical-the first gives voltage gain but the second presents a higher 
impedance to the source. 

For multistage amplifiers a cascade configuration [common emitter 
(source) stage followed by a common base (gate) stage] is often 
chosen for the first two stages. A cascade amplifier has a wider band
width than a common emitter (source) stage and thus can simplify 
equalization. However, it does not lead to the lowest total noise since 
A ~ 1 for a common base (gate) stage and therefore the full value of 
SeqI for the following stage contributes to the equivalent noise spectral 
density. 

The approach which gives the lowest equivalent noise is a cascade 
of common emitter (source) stages-possibly followed by a common 
collector (drain) stage to match impedance-because common emitter 
(source) stages exhibit the current gain of common collector (drain) 
stages, but present a higher output impedance to the following stage, 
thereby minimizing the second-stage Seq2 contribution to Seq. 
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Guidelines for the design of multimode, step-index fibers with intentional 
fluctuations of the refractive index of the core are given, with the aim of 
reducing multimode pulse dispersion. It appears possible to engineer a 
fiber with carefully designed refractive index fluctuations, the azimuthal 
variation of which is governed by the function cos ~ and the z dependence 
of which has a spatial Fourier spectrum with a sharp cutoff frequency. 
By limiting the location of the index fluctuations to a region below a certain 
radius r max , coupling to modes with large azimuthal mode numbers can 
be avoided and power loss via coupling to radiation modes can be held to a 
minimum. 

I. INTRODUCTION 

Optical fibers supporting many guided modes suffer from multimode 
dispersion. A pulse launched into a multimode fiber excites many 
modes, each traveling at a different group velocity. At the far end of the 
fiber the pulse is spread out in time because of the different group 
delays of each mode. This multimode dispersion effect is usually more 
serious than the single-mode dispersion caused by the dispersive effect 
of the dielectric material of the waveguide core and by the inherently 
dispersive nature of mode guidance. Discussions of multimode dis
persion in the absence of mode coupling can be found in Refs. 1, 2, 
and 3. 

S. D. Personick discovered that multimode dispersion in fibers can 
be reduced by intentional (or unintentional) mode coupling. If the 
power carried in the fiber transfers back and forth between slow and 
fast modes, averaging takes place, so that the pulse no longer breaks 
up into a sequence of pulses but is forced to travel at an average group 
delay with a concomitant reduction in pulse spreading. Although the 
spread of a pulse carried by uncoupled modes is proportional to the 
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length of the fiber, it only becomes proportional to the square root of 
its length if the pulses are coupled among each other.3- 5 

However, reduction of multimode pulse dispersion by means of 
mode coupling must be bought at a price. Any mechanism that causes 
coupling among the guided modes also tends to couple guided modes to 
the continuum of radiation modes. Power coupled into radiation modes 
radiates away causing losses. Radiation loss can be reduced by careful 
control of the coupling process. 5 It is possible, at least in principle, to 
provide strong coupling among the guided modes but only very little 
coupling to radiation modes. The loss penalty can thus be controlled 
and kept to small amounts.3.5 

Coupling between two fiber modes is caused by a specific spatial 
frequency of the Fourier spectrum of the coupling function. Two modes 
couple via a spatial frequency that is equal to the difference of the 
propagation constants of the two modes. Control of the loss penalty 
for multimode dispersion is thus possible by shaping the Fourier spec
trum of the coupling function. In general, it is desirable to achieve a 
spectrum that provides a sufficient number of spatial frequencies below 
a critical frequency and a sharp cutoff of the spectrum at the critical 
spatial frequency.3.5 

In this paper we discuss means of mode coupling by employing in
tentional fluctuations of the refractive index of a fiber whose unper
turbed core has a constant index of refraction (step-index fibers). It is 
necessary to shape the core-index fluctuations so that only modes with 
adjacent azimuthal mode numbers v couple to each other. Additional 
control of the coupling process must be provided by a sharp cutoff of 
the coupling spectrum that can be achieved by careful design of the z 
dependence (z is the axial direction) of the index fluctuations. Finally, 
radiation losses can be minimized by limiting the index fluctuations 
to a region near the fiber axis. 

The paper begins with a discussion of the requirements on the Fourier 
spectrum imposed by the desire to minimize the loss penalty. Next we 
provide explicit expressions for the power-coupling coefficients and 
estimate the amount of index fluctuation that is necessary to achieve 
a desired reduction in multimode dispersion. 

This discussion is intended as a guide to the fiber designer, pointing 
out the possibilities available for reduction of multimoop. dispersion 
and explaining the difficulties that must be overcome. 

II. SHAPING THE SPATIAL FOURIER SPECTRUM 

We consider two modes with propagation constants (3i and (3j. Inter
action between these modes is described by a coupling coefficient that 
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depends on the distortion of the core boundary or on refractive-index 
irregularities. The azimuthal symmetry of the irregularity provides 
selection rules for the coupling process. The z dependence of the 
irregularity enters the coupling process via its spatial Fourier spec
trum. A sinusoidal component of the Fourier spectrum of the form 

F(()) cos ()z (1) 

couples the two modes only if the relation3 •6 

(2) 

is satisfied. (This requirement stems from first-order perturbation 
theory and is valid provided that the coupling is weak.) 

It is not hard to envision a sufficient number of spatial frequencies 
that couple all modes among each other. However, as pointed out in 
Section I, coupling to radiation modes causes power loss by radiation 
from the fiber core.3 •6 It is thus essential to avoid coupling between 
guided and radiation modes. To see whether this is possible, we must 
study the spacing (in (3 space) between the guided modes. I have com
puted the propagation constants of all the guided modes for a step
index fiber with 

v = (ni - n~)tka = 40, (3) 

where nl = refractive index of fiber core, n2 = index of cladding, 
k = free-space propagation constant, a = fiber core radius. The prop
agation constants were obtained as solutions of the simplified eigen
value equation of the optical fiber. 1 •3 When the propagation constants 
are listed in order of their numerical values, regardless of mode number, 
they appear approximately evenly spaced. This behavior of the propa
gation constants of fiber modes contrasts with the behavior of the modes 
of a dielectric slab. Here we find that the spacings between modes in
crease monotonically so that the spatial frequencies, required to couple 
nearest neighbors, also increase.3 By providing a cutoff to the Fourier 
spectrum of spatial frequencies contained in the coupling function, we 
can provide coupling among lower-order modes of the slab and uncouple 
either the last guided mode or a few of the higher-order guided modes, 
depending on the value of the spatial cutoff frequency (see Fig. 1). 
Once the highest-order (or a few high-order) guided modes are un
coupled from the rest, there is no danger of incurring radiation loss 
caused by the coupling process. Things are not quite that simple in 
the round optical fiber because the modes are not naturally arranged 
with ever-increasing spacings between neighbors. 
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Fig. l-Schematic drawing of the desired spatial Fourier spectrum of the z de
pendence of the index fluctuations. The shape of the function is unimportant except 
for its abrupt cutoff. 

A good approximation to the actual solution of the eigenvalue equa
tion is obtained if we approximate the Bessel function by the formula7 

_ f2 cos [ (X2 - v2)! - v arccos ( i) - i ] 
JI/(X) - '\j:; (X2 _ p2)l . (4) 

In weakly guiding fibers the transverse electric field component can be 
represented as 1,3 

(5) 

with 
(6) 

To a good approximation, we may assume that Ey = 0 at the core 
radius r = a. This approximation is better for modes far from their 
cutoff value but it gives a reasonable indication of the propagation 
constants for practically all modes. An approximate eigenvalue equa
tion of the guided modes thus follows from (4), 

[(Ka)2 - p2J! - P arccos (~) - ~ = (2m - 1) ~ (7) 
Ka 4 2 

for m = 1, 2, 3, .. '. By regrouping this equation we obtain a form that 
is useful for iterative solutions, 

xa ~ {.' + [ (m - 1:),.-+ • arccos (:a)]l (8) 

Using (6) and (7) we derive the following approximate expression for 
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the spacing between guided modes, 

(9) 

f).f3 is the spacing between modes that are separated by an amount f).v 

of the azimuthal mode number v and by a change f).m of the radial 
mode number m. 

If we place no restriction on the allowed values of f).v or f).m, it is 
impossible to shape the spatial Fourier spectrum of the coupling func
tion so that coupling to radiation modes is avoided. It is thus necessary 
to introduce definite "selection rules" for the coupling among the 
guided modes. We shall see later that it is possible to shape the refrac
tive-index distribution or the deformation of the core-cladding bound-' 
ary such that only modes with 

f).v = ±1 (10) 

can couple to each other. We shall thus assume that the selection rule 
(10) is enforced and continue our discussion on this assumption. The 
allowed values for f).m remain arbitrary. However, it is true that the 
spatial frequencies for coupling between modes (that is, the value of 
f).f3) are larger for larger values of f).m. Since it is our aim to introduce 
a cutoff frequency into the spatial Fourier spectrum so that modes 
with large spatial frequency separation will be uncoupled, we restrict 
the discussion also to a limited range of values for f).m and consider 
only the case 

f).m = 0 or ±1. (11) 

Using (10) and taking f).m = 0 we obtain from (9) 

I f).f31 = ~ I [(~~2)-_1)v:]! - 11 for f).f).~::1. (12) 

For f).m = ± 1 we obtain from (10) and (9) 

for 
f).m = -f).v 

f).v = ±1 . 
(13) 

The case f).m = + LlV has been excluded since it leads to larger spatial 
frequencies than those obtained from (13). 

Figures 2 and 3 illustrate the boundaries of various regions in mode
number space v, m. Both figures were drawn for V = 40 [see eq. (3)], 
nl = 1.515, and n2 = 1.5 so that nl/n2 = 1.01. The solid line delineates 
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Fig. 2-Various regions in mode-number space v, m. All curves belong to V = 40, 
n2 = 1.5, and ndn2 = 1.01 with the exception of the solid line labeled (V = 30). 
The solid lines indicate the boundaries of the range of guided modes for the respective 
V values. The broken line labeled Am = 0 delineates the area below which coupling 
of modes with the selection rule Av = ±1 and Am = 0 is possible. The broken line 
labeled Am = - Av limits the range of coupling with the selection rule Av = ± 1, 
Am = - Av. The dash-dotted line is the limit of the coupling range caused by the 
location of r = rmax = 0.8a. The spatial Fourier spectrum cuts off at (Jmaxa = 0.15. 

the boundary of guided modes; it is obtained by plotting those values 
of v and m that result in Ka = V [see eq. (14)]. All guided modes are 
located to the left and below the solid line. The broken lines * represent 
lines of constant spatial frequency. They result from plotting the com
binations of v and m values that result in ~{3 = 8max• The line labeled 
~m = 0 was computed from (12) and the line Am = - ~v was ob
tained from (13). The broken lines delineate the boundaries for mode 
coupling with the spatial Fourier spectrum of the coupling function of 
Fig. 1, the cutoff frequency of which is 8 = 8max. l\10des below and to 
the left of the broken lines couple to their nearest neighbors via the 
selection rule ~v = ± 1 and ~m = 0 or ~m = - ~v. l\10des located 
to the right and above the broken lines cannot couple to each other 

* The meaning of the dash-dotted lines and the solid line labeled (V = 30) will be 
explained later. 
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Fig. 3-Same as Fig. 2 except that Oma.xa = 0.165, Tma.x = 0.5a. 

14 

since no spatial frequencies achieving this coupling are available. 
Figures 2 and 3 differ only in the choice of the cutoff frequency {)mnx. 

There are no transitions with Llv = ± 1 that couple via smaller spatial 
frequencies than the ones indicated in the figures. It is thus apparent 
that it is possible to provide coupling among most guided modes by 
means of the Fourier spectrum shown in Fig. 1. However, modes to 
the right and above the uppermost broken line remain uncoupled. It 
is necessary to uncouple a few higher-order modes in order to a void 
coupling into the continuum of radiation modes. The conditions shown 
in Fig. 2 achieve this goal almost completely. Only the mode m = 1, 
II = 34, lying on the boundary of the guided-mode region, is coupled 
to radiation modes as well as the other guided modes. Power is thus 
able to flow out of the guided-mode region causing radiation losses via 
this one guided mode. This power loss could be avoided by decreasing 
{)max. 

The conditions prevailing in Fig. 3 would result in a high loss penalty 
since all modes with m < 4, II > 21 on the boundary of the guided
mode region couple to guided as well as radiation modes. However, we 
shall show later that it is possible to prevent mode coupling for modes 
exceeding a certain maximum II value that can be chosen by a suitable 
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design of the intentional index fluctuations. It is thus possible to 
achieve a low loss penalty even for the conditions shown in Fig. 3 
provided the coupling mechanism is carefully designed to avoid cou
pling for modes with v > 20. 

Modes located between the two broken lines in Figs. 2 and 3 can 
couple only to their neighbors above and below in the mode-number 
plane. However, since the members with low v values below the line 
!l.m = -!l.v are able to couple to their neighbors to the left and to the 
right, all modes below the uppermost broken line are actually coupled 
together. 

We can give an approximate rule for calculating the spatial cutoff 
frequency appearing in Figs. 2 and 3. We begin by specifying the 
maximum v value on the mode boundary for which mode coupling 
should cease. As mentioned earlier, the design specification for this 
value Vrnax will be given in the section on mode coupling. Next we need 
to know the corresponding value of m on or near the mode boundary
the solid line in Figs. 2 and 3. We obtain it from the cutoff condition 
Ka = V and (8), 

_ 1 Vrnax ( Vrnax) + 1 (V2 2) i 
mrnax - 4 - ---:;;:- arccos V ;. - Vmax • (14) 

Substitution of Vrnax and mrnax into (12) using (3 = n2k yields the 
desired value for !l.(3 = (}rnax. For V = 40 and Vrnax = 20 we obtain 
from (14) mrnax = 4.61 and from (12) (}rnaxa = 0.17 in agreement with 
Fig. 3. Of course, it does not make physical sense to use a noninteger 
mmax, but it is advisable to use this value in (12) in order to obtain a 
more accurate value of (}rnax. Incidentally, (14) defines the mode 
boundary if we use it for all possible values v = Vrnax. 

III. POWER COUPLING COEFFICIENTS 

Mode coupling in multimode dielectric optical waveguides is most 
conveniently described by a coupled-mode theory. The power coupling 
coefficients are defined as follows :3,5 

(15) 

The symbol ( ) indicates an ensemble average. The coefficient KJln,~m 
stems from the coupled amplitude equations and is defined asS 

KJln,~m = ~i~ 10
2

7r dcp 1o"J rdr(n2 
- n5)8:n· 8~m. (16) 

The angular frequency of the radiation is w, EO is the dielectric permit-
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tivity of vacuum, and P designates the power normalization constant 
of the modes, the electric field vectors of which are indicated by script 
letters. The refractive-index distribution of the actual guide with index 
fluctuations is n while no indicates the index distribution of a perfect 
guide from which the actual guide deviates only slightly. Our interest 
is focused on introducing intentional index fluctuations for the purpose 
of mode coupling. Weare thus free to choose n to achieve our goal. 
It was pointed out earlier that coupling to radiation modes is unavoid
able unless certain selection rules are imposed on the coupling process. 
Our discussion in the last section was based on the selection rule 
Av = ± 1. To achieve this selection rule we must require that the 
refractive-index distribution be of the following general form: 

n2 - n5 = 2nlAng(r)f(z) cos cp. (17) 

We know from earlier work that the cp-dependence of this index dis
tribution leads to the desired selection rule. 9 

We found in the preceding section that it is also desirable to avoid 
coupling among modes with large v values. It follows from the proper
ties of Bessel functions that the field intensity of the transverse field 
components is very weak for radii that obey the relation 

Kr < v. 

This result is easily interpreted in terms of ray optics. l\/Iodes with 
large values of v are represented by skew rays that spiral around the 
fiber axis. These rays avoid the vicinity of the waveguide axis and stay 
nearer to the core boundary for larger values of v. The radius defined 
by Kr = v represents the turning point below which a ray with a given 
value of v does not penetrate. The coupling formula (16) shows that 
mode coupling depends on the field strength at the point where the 
index irregularity is located. By providing refractive-index variations 
that do not extend beyond a radius r max, it is possible to limit mode 
coupling to modes whose v values remain below a maximum value 
near the mode boundary that is defined as 

V rmax 
Vmax = _. 

a 
(18) 

Ka has been replaced by its maximum value V. The values of Vmax and 
the corresponding values for mmax and ()max defined by (14) and (12) 
determine the position at which the dotted curves labeled Am = 0 
cross the solid curves in Figs. 2 and 3 that define the guided-mode 
boundary in mode-number space. Coupling of guided modes to radia-
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tion modes can be avoided by limiting the v values of those modes that 
are coupled by index fluctuations. If the intentional index fluctuations 
do not extend beyond the radius r max, coupling is restricted to those 
modes that remain below a boundary defined by the equation 

v = Krmax• (19) 

If we combine this equation with formula (8) we obtain the function 
m = m(v) that defines the boundary in mode-number space beyond 
which mode coupling ceases, because the index fluctuations are re
stricted to radii r ~ r max, 

1 v I (a2 )! rmax ) m = -- + - -2- - 1 - arccos - . 
4 7r rmax a 

(20) 

This boundary is shown as a dash-dotted line in Figs. 2 and 3. We now 
have the means of providing coupling among all guided modes that 
remain inside the nearly triangular areas that are bounded by the 
dotted lines labeled 11m = 0 and the dash-dotted lines in Figs. 2 and 3. 
If these areas remain below the guided-mode boundary (the solid line 
labeled V = 40 in Fig. 2), coupling to radiation modes can be avoided. 

After this digression into the fundamental properties of mode cou
pling we proceed with the derivation of specific coupling formulas. 
Substitution of the field vectors, given by (5) and in more detail by 
Ref. 3, into (16) we obtain with the help of (17) 

k'Yvn'Yllm!(Z) loa rg(r)J v(Kvnr)J Il(K llmr)dr 

K vn ,llm = 2' V21 J ( )J ( )J ( )J ( ) Ii Ov±I,Il' (21) ~nl v-I Kvna v+l Kvna 1l-1 Kilma 1l+1 Kpma 

The parameter 'Y vn is defined as 

(22) 

and OVIl is Kronecker's delta symbol. 
Of the many possible choices for the function g(r) we use only two 

examples that may be of particular practical interest. First we use 

g(r) = Wo(r - rmax). (23) 

W is the very narrow width of the ring of index fluctuations. We sub
stitute this equation into (21) but proceed immediately to the power 
coupling coefficient (15). The Fourier spectrum is defined as 

F(O) = lim ~ (L !(z)e-iOzdz 
L-+~ {E Jo 
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and the power coupling coefficient for a narrow, ring-shaped refractive
index fluctuation is given as 

hvn .J1.m = 1 f1nwkrm~7;n'YJ1.tJv():/rm(x)JJ1.jKJ1.mrmax) ]2 </F/2)ov±1.J1." (25) 
v-I Kvna J1.-1 KJ.lma 

Because the relation 
J v(Kvna) ~ 0 

is approximately valid we have used 

Jv+1(Kvna) = -Jv-1(Kvna). 

As a second example we consider the function 

g(r) = 11 for r < rmax 

o for r > rmax. 

(26) 

(27) 

(28) 

Limiting the index fluctuations to a wide range, 0 < r < rmax. In this 
case the power coupling coefficient assumes the form 

_ {f1nkrmax'Yvn'YJ1.m[KJ.lmJ v(Kvnrmax)J J.I-l(KJ.lmrmax) }2 
hvn.J.lm - - KvnJ v-l(Kvnrmax)J J.I(KJ.lmrmax)] 

V2[K;n - K;m]Jv-l(KJ1.na)Jv-l(KJ1.ma) 

. < / F /2)OV±1.J.I' (29) 

The argument of the power spectrum < / F2/) in (25) and (29) is 
{3vn - (3J1.m. 

IV. PULSE WIDTH REDUCTION BY INTENTIONAL MODE COUPLING 

Random coupling of the modes of a multimode fiber causes the many 
pulses, traveling on different guided modes at different group velocities, 
to be coupled together so that an equilibrium pulse establishes itself 
traveling at an average group velocity. Its ensemble average has a 
gaussian shape3 • 5 the width of which is given by the formulalO 

(30) 

withll 

(31) 

Equation (30) shows that the width of the pulse grows proportionally 
to the square root of the length L of the fiber. The parameter P2 is the 
second perturbation of the first eigenvalue that results from an alge
braic eigenvalue problem, B~i) are the components of the ith eigen-
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vector, p[/> is the ith eigenvalue of zero order, and Vv and Va are the 
group velocity of mode v and the average group velocity. 

The evaluation of this expression is difficult. If only a few guided 
modes exist, computer solutions of the eigenvalues and eigenvectors 
can be obtained. If many modes are guided, it is possible to convert 
the algebraic eigenvalue problem to a partial differential equation, 
provided that it can be assumed that only nearest neighbors couple 
among each other. 3 ,12 For modes close to the edge of the coupling 
range, indicated by the dotted lines in Figs. 2 and 3, the assumption of 
nearest-neighbor coupling is well justified since the spatial Fourier 
spectrum of the coupling function lacks the higher frequencies re
quired to couple a mode to a neighbor farther away. However, the 
lower-order modes are crowded more closely so that there are spatial 
frequencies available for coupling to modes other than the nearest 
neighbors. This increase in coupling strength is partially compensated 
for by the fact that modes above the dotted line labeled flm = - flv in 
Figs. 2 and 3 can couple only vertically. In order to be able to give an 
order-of-magnitude estimate of the index fluctuations required to 
achieve a certain reduction of the pulse width, we shall assume that 
nearest-neighbor coupling can be assumed and provide an expression 
for the pulse width reduction that may be regarded as a crude approxi
mation. 

We use the theory presented in Ref. 3. The only modification neces
sary to the formulas presented in Section 5.6 of Ref. 3 consists in the 
realization that our coupling scheme avoids radiation losses, so that 
the highest-order members of the group of coupled modes are not 
depleted contrary to the assumption in Ref. 3. The eigeqvectors and 
eigenvalues defined on p. 235 of Ref. 3 can be used, except that the 
first eigenvector is now constant, independent of the mode number. 
All eigenvectors are mutually orthogonal and properly normalized. 
Using the procedure explained in Ref. 3 we obtain the result 

R = ~ = O.225V. 
flr (Lh)! 

(32) 

T is the full width at the 1/ e points of the gaussian-shaped pulse, flr 
is the width of the pulse t.rain that would exist in the absence of cou
pling, V is the normalized frequency parameter defined by (3), L is 
the length of the fiber, and h the power coupling coefficient. It was 
assumed that only nearest neighbors couple to each other and the 
strength of these coupling coefficients was assumed to be identical for 
all the modes. 
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R is the improvement factor that indicates the reduction of the 
length of the pulse relative to its uncoupled length. It is thus desirable 
to achieve as small a value of R as possible. Values of R > 1 do not 
describe a physically meaningful situation. The formula may result 
in values R > 1. This indicates that the coupling is not strong enough 
to achieve an equilibrium pulse in the length of fiber available. 

Weare discussing numerical values for the two types of couplings 
described by (25) and (29). Values have been computed for 

ii - [')'Jlna')'JI+l,maJ JI(KJlnrmax)J JI+l (KJI+I,mrmax) ]2 (33) 
Jln; JI+I,m - J JI-I (KJlna)J JI(KJI+I,ma) 

(34) 

for all the modes of a fiber with V = 40, ni = 1.515, and nI/n2 = 1.01. 
A few sample values are listed in Tables I and II. The values listed 

Table I - Sample values of normalized coupling coefficients 
for a narrow ring of refractive-index fluctuations 

located at r = r max with r maxi a = 0.8 

v n iiJln;JI+l, n hvn; v+l, n-l 

1 1 2.212 106 O. 
1 2 4.608 106 3.987 106 

1 3 1.023 106 2.879 106 

1 4 1.287 103 7.733 104 

1 5 4.780 105 5.678 103 

1 6 3.844 106 1.931 106 

1 7 2.726 106 4.107 106 

1 8 7.018 104 8.497 105 

1 9 2.262 104 5.610 103 

1 10 2.431 106 5.888 105 

1 11 4.236 106 4.181106 

1 12 3.964 105 2.115 106 

10 1 4.945 107 O. 
10 2 7.071103 1.981 105 

10 3 1.597 107 8.981 105 

10 4 1.517 107 1.841107 

10 5 1.321 105 2.600 106 

10 6 1.467 106 1.451 105 

10 7 3.179 107 9.235 106 

10 8 4.896 107 4.112 107 

20 1 5.807 107 O. 
20 2 3.229 108 1.227 108 

20 3 4.017107 1.360 108 

20 4 4.954 107 2.556 107 
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Table 11- Sample values of normalized coupling coefficients 
for a wide band of refractive-index fluctuations extending 

from, = 0 to ,= 'mnx with 'mnx/a = 0.8 

p n H.,n;p+l, n ii pn; v+l. n-l 

1 1 6.078104 O. 
1 2 1.141 105 1.349 104 

1 3 8.734104 6.439 104 

1 4 4.845104 8.157 104 

1 5 4.439 104 5.351 104 

1 6 6.481 104 3.728 104 

1 7 7.628104 4.844 104 

1 8 6.336 104 6.806 104 

1 9 5.318 104 6.709 104 

1 10 6.474104 5.431104 

1 11 8.767 104 5.794 104 

1 12 1.136 105 8.628 104 

10 1 1.817 105 O. 
10 2 5.642104 8.361 105 

10 3 1.215 105 2.730 105 

10 4 1.652 105 3.173 105 

10 5 1.377 105 4.373 105 

10 6 1.627 105 4.063 105 

10 7 3.429 105 4.248105 

10 8 1.299 106 9.413 106 

20 1 7.904104 O. 
20 2 5.450 105 1.264 106 

20 3 6.717 105 4.260 106 

20 4 2.118 106 7.286 106 

in Table I fluctuate because the narrow band of refractive-index varia
tions may occasionally find itself located near a node of one of the two 
field functions so that the coupling coefficient can even vanish for a 
certain pair of modes. For this reason it is advisable to provide at least 
two bands of the kind (23) at different radii. The coupling coefficients 
for the second case, listed in Table II, corresponding to a wide band of 
refractive-index fluctuations, show far less variations. For want of a 
better procedure we use average values of the coupling coefficients in 
(32). It may be expected that the low values of the coupling coefficients 
determine the rate at which power is exchanged among the modes. On 
the other hand, we know that more than just nearest neighbors couple 
for low values of v and n. In order to achieve an order-of-magnitude 
estimate we use the arithmetic mean of the entries in the first block of 
data in the tables for v = 1 and obtain for the average value of the 
coupling coefficient h from Table I and (25) 

h = 2 X 106 ( tlnkrm!\x)2 W
2 

< 1 F 12 ). (35) 
aV2 a2 
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Likewise, we find from Table II and (29) 

h = 7 X 104 ( tlnak;;ax r (I F 12). (36) 

It is clear that (35) and (36) hold only for the special case V = 40, 
nl = 1.515, and nI/n2 = 1.01. These values correspond to a fiber with 
radius a = 30 pm if the free-space wavelength is assumed to be 
Ao = 1 pm. 

We are now asking for a pulse width reduction of R = 0.1 in a 
fiber whose length is L = 1 km. From (32) and (36) we obtain with 
rmax = 0.8a 

(An)2( 1 F 12) = 4 X 10-7a. 

The value obtained from (32) and (35) is identical with (37) if 

W/a = 0.19. 

(37) 

(38) 

It is apparent from (37) that it is the product of (tln)2 with the ampli
tude of the spatial power spectrum [of the z dependence of the index 
fluctuations fez) ] that determines the effectiveness of the index fluc
tuations for reducing pulse dispersion. We relate these quantities to 
the rms variation of the refractive index as follows. For slight index 
differences we have 

Thus we obtain from (17), using g(r) = 1 according to (28), 

«(n - no)2) = !(tln)2(f2(z). 

(39) 

(40) 

The average ( ) includes in this case also averaging over cos2 </>. The 
variance (f2) is related to the power spectrum by the equation 

(41) 

On the right-hand side of this equation we introduced the average 
value of the amplitudes of the spatial power spectrum (I F21 ) and the 
spatial cutoff frequency Bmax. If we interpret (I F 2 1) in (37) as the 
average amplitude appearing in (41) we obtain from (37) through 
(41) 

[(en - no)2)J! = 2.52 X 10-4(B maxa)!. (42) 

With Omaxa = 0.15 of Fig. 2 we obtain finally 

[(en - no)2)Jl = 10-4• (43) 
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For our specific example, an rms deviation of this magnitude is re
quired to achieve a relative pulse width improvement of R = 0.1 (a 
ten-times-shorter pulse of coupled modes compared to operating with
out mode coupling). The spatial Fourier spectrum is assumed to be 
flat from zero spatial frequencies to a cutoff spatial frequency of 

_ 0.15 _ 50 -1 
Ornax - -- - cm. 

a 

The shortest period appearing in the Fourier spectrum is thus 

27r 
A = - = 0.13 cm. 

Ornax 

(44) 

(45) 

The index fluctuation of the narrow ring defined by (23) is of the same 
order of magnitude as (43) if the relation (38) holds. However, one 
narrow ring causes gaps in the coupling process for those modes whose 
nulls coincide with the position of the ring. It is thus advisable to use 
at least two rings. 

v. SUGGESTIONS FOR THE DESIGN OF INDEX FLUCTUATIONS 

The spatial Fourier spectrum with a sharp cutoff frequency shown in 
Fig. 1 can be generated by passing noise through a low-pass filter. 
Another method of producing the desired index fluctuations consists 
in superimposing a number of sinusoidal variations. From (17), (28), 
and (39) we have 

n - no = tlnf(z) cos cf>. (46) 

If f(z) is a superposition of sine waves with random phase we have 

n - no = tln ["~1 sin (Q"z + 1/1,,) ] cos cf>. (47) 

The 1/1" are random phase functions of the individual sine-wave com
ponents. As a practical matter, it is probably easiest to generate these 
random phases by letting the phase stay constant over a distance D 
at which point it makes a random jump to another constant value. 
We assume for the purpose of our analysis that the phases are uncorre
lated among each other. 

I t can be shown that the power spectrum of the functiun 
sin (Q"z + 1/1,,) may be approximated by (see appendix) 

sin2 (0 - Q,,) ~ 
(IF,,(O) 12) = (0 _ Q,,)2D 
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The total power spectrum of the function fez) is thus 

M sin 2 (0 - n,,) ~ 
(/ F(O) /2) = "~1 (0 - n,,)2D (49) 

D is the correlation length of the phase functions. In the case that the 
phases stay constant and jump randomly to a new value after a dis
tance D, this distance is identical to the correlation length. The full 
width of the spectrum (48) is given by 

471" 
AO = D· (50) 

AO is the distance between the first two zeros of the (sin x)/x function 
on either side of its main maximum. Since we need to fill a spectral 
region of width Omax we need a total number of 

M = OmaxD 
471" 

(51) 

sinusoidal components. If we use D/a = 1,000 we need with Omaxa 
= 0.15, M = 12 sinusoidal components in (47). 

The necessary amplitudes An of the sinusoidal index variations are 
obtained from (37). Since the spectral components in (49) overlap 
only slightly, we may use 

(52) 

at the peak of each sinusoidal contribution. Using the numerical value 
of (37) we thus have 

An = 1.3 X 10-3 ( :5 )!. (53) 

With D/a = 1,000 we would thus have An = 4 X 10-5• 

It is clear from our treatment that the numbers given here are only 
valid to an order of magnitude because of the many approximations 
that were made for their derivation. 

The implementation of this prescription for the desired index fluc
tuations to the design of a fiber is not a trivial matter. 

If the refractive-index increase of the core material is achieved by a 
doping process, it may be possible to program the doping procedure to 
result in the desired fluctuations. Some processes add the dopant in the 
gaseous phase to the material of the fiber preform. In this case it may 
be possible to control the flow of dopant at a predetermined rate that 
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is synthesized as the superposition of sine waves shown in (47). If the 
fiber preform is treated in this way, it would be necessary to compress 
the periods of the sine waves in such a way that the desired periods 
result after the drawing process. As mentioned earlier, the desired 
Fourier spectrum can also be derived from filtered electrical noise 
signals. 

VI. DISCUSSION 

We have studied the possibility of reducing multimode pulse dis
persion by means of introducing refractive-index fluctuations into the 
core of the fiber. Several requirements must be imposed. The coupling 
process must be able to couple all modes of as large a mode group as 
possible among each other without coupling to the modes of the con
tinuous spectrum. To achieve this, it is necessary to limit coupling to 
the modes inside of the area of guided modes in the mode-number 
plane. Modes near the outer edge of this range should remain un
coupled to avoid radiation losses. This goal can be achieved only by 
designing the coupling mechanism so that a definite selection rule is 
imposed. For simplicity we considered index fluctuation with an 
azimuthal dependence of the form cos cpo This azimuthal index dis
tribution ensures that a mode with azimuthal mode number II couples 
only to modes with II + 1 and II - 1. Once this selection rule is im
posed, it is possible to limit coupling to modes inside of an area in 
mode-number space not including its outer edge. The boundary delin
eating the area of coupled modes in the mode-number plane tends to 
cross the boundary enclosing all guided modes at large values of II. 

Thus the danger exists that power outflow to radiation modes occurs 
via modes with large II values. This remaining problem can be avoided 
by limiting the intentional index fluctuations to a region inside the 
fiber core that remains below a certain radius r < rmax < a. 

The spectrum of spatial frequencies of the z-dependent part of the 
coupling process must extend from (essentially) zero to a cutoff value 
(}max. A prescription for finding (}max was given in the section on the 
spatial Fourier spectrum. In principle, this spectrum can be syn
thesized as a superposition of sinusoidal components with random 
phase. This problem is discussed in the section on design suggestions 
for index fluctuations. 

Our procedure leaves one question unanswered: What happens to 
those modes that remain intentionally uncoupled, don't they broaden 
the impulse response of the fiber? These modes may be naturally more 
heavily attenuated than the coupled modes because of their proximity 
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to the cutoff region in mode-number space. However, if the naturally 
occurring losses are insufficient to suppress these modes, steps must be 
taken to filter them out. This filtering is possible either by constricting 
the fiber at the receiver or by using spatial filtering of the radiation 
escaping from the end of the fiber prior to entering the detector. A 
reduction of the fiber diameter reduces the V value of eq. (3). Figure 
2 shows a solid line labeled (V = 30). In the constricted fiber this line 
becomes the new mode boundary. It is clear that the constriction re
moves all the uncoupled modes in addition to some of the coupled ones. 
An additional amount of loss must be tolerated as payment for the 
pulse cleaning operation. The total number of guided modes supported 
by the fiber is given as1.3 

V2 
Nt =-. 

2 
(54) 

As the V value is reduced from 40 to 30 the mode number drops from 
800 to 450. We lose roughly half the power in the attempt to clean up 
the pulse distortion that results from the free-running, uncoupled 
pulses. However, this 3-dB loss penalty is independent of fiber length 
and may be well worth paying in return for a considerable reduction 
of pulse dispersion. The conditions of Fig. 3 are far less favorable, 
here about 75 percent of the power would be lost. 

Practical implementation of these ideas will tax the ingenuity of the 
fiber designer. Introducing desired index fluctuations with the re
quired sharp cutoff of their spatial Fourier spectrum is an exacting 
requirement. The cutoff frequency ()max must be kept to within a few 
percent. This means that the spectrum must terminate with a sharp 
slope. If the spectrum is synthesized as a superposition of sine waves 
we must require that 

A() 471" 1 
-() - = D-() = M < 0.01. (55) 

max max 

The number 0.01 was chosen arbitrarily, but it is certainly of the correct 
order of magnitude, A() was obtained from (50) and M from (51). This 
estimate shows that approximately 100 sinusoidal components are 
required to ensure that the spectrum has a sufficiently steep slope at 
its cutoff point. Of course, this requirement could be somewhat relaxed 
by allowing the sinusoidal components deeper inside the spectrum to 
be broader than those near its edge. These considerations may enter 
into the compromise that the designer wishes to achieve. 

The mode spacing (in (3 space) changes as the fiber is bent. The 
modes of a dielectric slab waveguide have smaller mode spacing in 
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circularly bent sections of the guide. In principle, this effect could alter 
our conclusions regarding the possibility of uncoupling high-order 
modes near cutoff by limiting the width of the spatial Fourier spec
trum of the coupling function. However, for the numerical example 
used in our discussions, the change in mode spacing due to waveguide 
curvature is unimportant for bent slabs whose radii remain about the 
limit 

Rc > 1,000a. 

For a = 30 }Lm, Rc would have to be kept larger than 3 cm. It is not 
known if the numbers for the round fiber would be identical to the slab 
model, but one may expect that waveguide curvature is unimportant 
if the radius of curvature remains larger than a few centimeters. 

APPENDIX 

We provide a simple derivation of eq. (28). Let 

f (z ) = sin [nz + If (z ) ]. (56) 

The phase function If(Z) is assumed to be constant over a distance D 
but jumps randomly to a new constant value at the end of each inter
val. The Fourier transform of fez) is 

1 m-l f (n+l)D 
F(O) = - L sin [nz + IfnJe-iOzdz ..JL n=O nD 

1 m-l sin [en - 0) ~] 
= - L eiVtnei(fl-O) (n+!)D . (57) 

-{L n=O i(n - 0) 

A term with Q + 0 has been neglected since its contribution for large 
values of D is negligible. It is also assumed that L is an integral mul
tiple of D, 

L = mD. (58) 

When we form the absolute-square value of F and take the ensemble 
average, all cross terms in the resulting double summation vanish 
because of our assumption of random values for Ifn. The phase terms 
in the remaining terms of the summation reduce to unity by the process 
of taking the absolute-square value. With no summation inJex left 
under the summation sign, the sum results simply in a factor m. Using 
(58) we finally obtain 

(59) 
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An outage of the Plano, Illinois, to Cascade, Iowa, link of the L4 
coaxial cable occurred at about 2240 UT on 4 August 1972 during a 
large geomagnetic storm. The available geomagnetic data measured in 
North America, as well as data received from two satellite instruments, 
are analyzed. These data show that, at the time of the L4 outage, the 
boundary of the magnetosphere was pushed to unusually low altitudes 
by a greatly enhanced solar wind. As a result, large, rapid changes of the 
earth's magnetic field strength were observed over North A merica. It is 
demonstrated that the field changes at about 2241 to 2242 UT were of 
such magnitude as to induce earth currents of sufficient strength to produce 
the L4 outage by causing a high-current shutdown of the system link. 
The geomagnetic disturbances that produced the shutdown were not of 
the auroral-electrojet type normally associated with disruptions of power 
systems. 

I. INTRODUCTION 

The solar and geomagnetic disturbances resulting from solar active 
region 11976 were truly outstanding in many regards. The principal 
solar region of the activity was in the highest solar activity class on an 
absolute scale; this major solar activity occurred during the declining 
phase of the II-year solar cycle.! The solar disturbances, propagating 
outward into interplanetary space, produced the largest galactic 
cosmic ray decrease on record. 2 The geomagnetic storms (with ac
companying ionospheric and auroral disturbances) resulting from the 
interaction of the propagating solar disturbances with the earth's 
magnetosphere were the most severe recorded in well over a decade. 

The interaction of the greatly enhanced solar wind3 with the earth's 
magnetic field on 4 August 1972 produced extreme compressions and 
distortions of the magnetosphere. It was during the period of the most 
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severe magnetospheric distortion that an outage of the L4 coaxial 
cable carrier system occurred over the link from Plano, Illinois, to 
Cascade, Iowa. This paper, utilizing most of the available North 
American geomagnetic data, describes the geophysical occurrences 
and conditions at the time of the L4 outage. These data, plus magnetic 
field data from two satellites, demonstrate that the L4 outage was 
associated with the extreme compressions and distortions of the 
magnetosphere and not simply with greatly enhanced auroral currents, 
as are often assumed in discussions and models of magnetic storm
induced power-system disruptions. 4 The North American geomagnetic 
data are used as input to a model for the calculation of currents induced 
in the earth by the geomagnetic disturbances. It is shown that these 
earth currents were sufficient to produce a shutdown of the L4 system. 

II. GEOMAGNETIC OCCURRENCES 

The subsequent discussions of the available geomagnetic data 
during the August 1972 storm period must be placed in the perspective 
of normal magnetospheric conditions. Figure 1 is a view of the earth's 
magnetosphere in the equatorial plane. The distance from the earth's 
surface to the magnetospheric boundary is approximately 9RE (IRE 
~ 6.5 X 103 km) for normal solar wind density conditions of ~ 5 
protons cc-1• Figure 1 also shows the circular, earth-synchronous 
satellite orbit at an altitude of ~ 5.5RE, which is occupied by all 
common-carrier communications satellites. For later reference, the 
location of the NASA synchronous altitude Applications Technology 
Satellite 5 (ATS 5) at 2200 UT is indicated. Also indicated, for the 
same UT, is the apogee location of the near-equatorial, elliptical-orbit 
satellite Explorer 45. 5 

The approximate geomagnetic latitude and longitude of Plano, 
Illinois (50.8°N, 336.8°E) are shown on the earth in Fig. 1 for 2200 
UT. Also indicated on the earth are the locations of several North 
American magnetic observatories: IVleanook (61.81°N, 301.07°E), 
Churchill (68.69°N, 322.63°E), and Ottawa (56.80 oN, 351.52°E). 
All geomagnetic stations used in this study are listed in Table I, 
together with their coordinates. 

Acquisition of sufficient geomagnetic data for a definitive analysis 
of the geomagnetic effects of the storm in North America was made 
difficult by the inability of most magnetic observatory instruments 
to record the very large and rapid variations that occurred during 
the hour 22 UT on 4 August. Because of the instruments' limitations, 
it is likely that many of the actual variations were larger than those 
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Fig. I-View of earth and magnetospheric configuration in equatorial plane under 
normal solar wind flow conditions. 

used in this paper.6 Indeed, for the analysis of the 20-minute interval 
(2230 to 2250 UT, 4 August), around the time of the L4 outage, data 
at one-minute time intervals could be scaled from the continental 
U. S. and Alaska standard observatory chart records for only the 
observatories at College, Sitka, Tucson, and Fredericksburg. Scalings 
of 2! minutes were obtained from observatories at Castle Rock and 
Dallas. Scalings of 1 minute were obtained from a special National 
Oceanic and Atmospheric Administration station near Boulder. Fortu
nately, the Earth Physics Branch of the Department of Energy, IVlines, 
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Table 

Geomagnetic Coordinates 
Geomagnetic Station 

Lat(t>.N) Long(OE) 

Baker Lake 73.74 315.31 
Boulder 48.85 316.44 
Cambridge Bay 77.7 300.3 
Castle Rock 43.48 298.62 
College 64.66 256.51 
Dallas 42.96 327.75 
Fredericksburg 49.55 349.84 
Fort Churchill 68.69 322.63 
Meanook 61.81 301.07 
Ottawa 56.80 351.52 
Sitka 60.00 275.34 
St. Johns 58.50 21.24 
Tucson 40.03 311.41 
Victoria 54.08 293.04 

and Resources in Ottawa was operating a number of digital-recording 
magnetometers in Canada during 1972. 6 These data have greatly 
facilitated our analysis of the magnetic disturbances. l\fost of the 
available U. S. magnetometer data were obtained from the World 
Data Center A and were scaled for us by the Geophysical Institute of 
the University of Alaska. 

Plotted in Fig. 2 are the magnetic variations measured in the north
south (H or X) and east-west (D or Y) orthogonal directions at the 
three Canadian observatories, IVIeanook, Churchill, and Ottawa, 
during the time interval 2200 to 2300 UT on 4 August. At the bottom 
of both sets of data is plotted the magnetic field trace of the Z-com
ponent recorded by a magnetometer on the ATS 5 satellite. 7 The 
Z-component of the magnetic field at the ATS 5 location is measured 
parallel to the earth's spin axis. 

The data plotted in Fig. 2 show particularly large field changes 
occurring during the several-minute time interval following 2240 UT. 
For example, at about 2242 UT, the field change tl.H/ tl.t measured 
at Meanook was ~ 1800 ,),/min. (I')' = 10-5 gauss). The field data 
from the ATS 5 satellite are particularly interesting in that, at ~ 2225 
UT and ~ 2240 UT, the field direction reversed. At ~ 2241 UT, the 
field intensity was ~ - 400')'; i.e., the measured field pointed in a 
direction opposite to that of the normal dipole field. At ~ 2242 UT, 
the field direction at ATS 5 suddenly became normal; at this time, 
tl.Z/ tl.t at ATS 5 was ~ 575 ,),/min. 
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Fig. 2-Magnetic field variations observed at three Canadian observatories 
(Meanook, Churchill, and Ottawa) in north-south and east-west directions during 
the hour 2200 to 2300 UT on 4 August 1972. Plotted beneath each set of data are the 
variations in the field observed near the equator on the ATS-5 spacecraft. 

Reversals of the earth's field direction, similar to those shown in 
Fig. 2, have been observed in the past by magnetometers on the 
ATS IS and ATS 59 satellites. These occurrences have been attributed 
to a movement of the magnetopause to a location inside the orbit of the 
synchronous satellite, which then measures the magnetic fields in the 
earth's magnetosheath region. The complex particle and field changes 
that occur in the magnetosphere during such a "boundary-crossing" 
event have been discussed in a series of papers devoted to extensive 
study of one such event. 8 ,10-13 
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The distortions of the magnetospheric boundary as evidenced by 
the boundary-crossing event observed on ATS 5 on 4 August 1972 
were accompanied by the large geomagnetic field changes observed 
on the ground in North America. It is interesting to note that the 
study of several boundary crossing events on ATS 59 suggested that 
the largest effects were observed on the ground when the magneto
sphere distortion occurred in the local afternoon side of the magneto
sphere rather than in the local morning side of the magnetosphere. 
For the 4 August event, no local morning data are available from a 
synchronous satellite. However, the magnetosphere distortions that 
were observed were in the local afternoon sector. 

The one-minute values of the magnetic field changes [H(X) and 
D (Y) components] that could be determined from North American 
observatory data were used to make contour maps of the field changes 
at one-minute intervals in the U. S. and Canada. These contours 
for 2238 to 2243 UT are plotted in Figs. 3a and 3b in a geomagnetic 
coordinate system. Because of the spread in distance between observa
tories and the impossibility of obtaining a reliable magnetic field 
reading from the chart records of several observatories, the locations 
of some contour lines in Figs. 3a and 3b are, at best, extrapolations. 
For lack of a better justified procedure, the contours have been con
structed on the basis of linear interpolation between observatory 
field values. It should be noted that, for more conventional magnetic 
disturbances arising from auroral electrojet current systems, the fall-off 
in magnetic disturbances from higher to lower latitudes is nonlinear; 
i.e., the disturbance level falls off more rapidly at the lower latitudes. 
The changes in the location and intensity of the magnetic disturbances 
from the relatively undisturbed period at ~ 2238 UT until the large 
disturbance at lVleanook at ~ 2242 UT is quite evident in the contours 
of Figs. 3a and 3b. 

There is evidence in the contours of Figs. 3a and 3b of perhaps some 
progression of the geomagnetic disturbance from the higher to the 
lower latitudes. For example, in the interval 2240 to 2241 UT the 
disturbance change is largest at College, while in the interval 2241 to 
2242 UT the disturbance change becomes largest at ~leanook. If this 
progre::s::siull of the disturbance is associated \"lith a distortion and 
compression of the magnetospheric boundary to smaller radii (and 
therefore lower latitudes), the contours suggest that the boundary 
compression may have reached field lines that intersect with latitudes 
as low as that of lVleanook. That this was apparently the case is 
discussed below. 
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Plotted in Fig. 4 as contours (linear interpolations) on a geographical 
map of North America are the magnitudes of the total horizontal field 
changes and the angles [from the D (Y) direction] of the changes 
measured between 2241 and 2242 UT, at about the time of the sudden 
changes in the apparent ATS 5 location from the magnetosheath to 
the magnetosphere (see Fig. 1). At this time, the field intensity at 
Plano is interpolated to be ~ 700,), and the field change is aligned in an 
approximately NE-SW direction. These are the important geo
magnetic parameters that will be used in the next section to calculate 
the expected induced earth currents at Plano. 

Before calculating the earth currents however, it is of interest to 
further examine the magnetospheric environment at ~ 2241 UT. At 
about this time, the Explorer 45 satellite was located at its apogee 
position and was about two hours closer to local noon than ATS 5 
(see Fig. 1). lVIagnetic field data and charged-particle data from 
Explorer 45 indicate that, at ~ 2242 UT, when the magnetosphere 
boundary expanded outward beyond ATS 5, a movement of the 
boundary inward, inside Explorer 45, was recorded. 14 Inspection of 
the magneto grams from College, near local noon, at ~ 2241 UT 
indicate that the field increased in magnitude and that the field 
changes \vere predominantly in the H direction (see Fig. 2). This 
observation also suggests a compression of the magnetosphere boundary 
ncar local noon. 

Hence, summarizing and synthesizing as well as possible the avail
able magnetospheric data, the boundary of the magnetosphere in the 
local afternoon sector at ~ 2240 and ~ 2242 UT could be pictured 
as in Fig. 5. Not only is the boundary greatly compressed from the nor
mal location (see Fig. 1), but it is also highly distorted as evidenced 
by the simultaneous observations of the magnetopause at altitudes 
higher than ATS 5 but lower than Explorer 45 at ~ 2242 UT. This 
observation by Explorer 45 provides evidence of the most compressed 
position of the magnetopause yet recorded. The extreme compression 
and distortion of the magnetosphere recorded in the sector above the 
western hemisphere at ~ 2242 UT was undoubtedly the primary cause 
for the large magnetic field changes recorded in North America at 
the time. 

III. TELLURIC DISTURBANCES 

To put into perspective the analysis used to calculate the induced 
earth currents at Plano, it is of interest to review the basic relation
ships between earth resistivity structure, geomagnetic disturbances, 

L4 AND GEOMAGNETIC DISTURBANCES 1823 



.1H 40' 

\)( 3U'[ 

\ 
\ 
\ 
-t 0' 

I 
f 

-L 
! 

0 ..... ../ / 
'DALL I / '0 i-3C) W 

-' 'oBO~~ / 

'P ..... OVIST'/// 
--' ___________ ----/-" / /TlJCS 

2238-2239 UT 

---

41j" 

\3Q"E 

Tues 

\ 
\ 
\ 

\ 
}o 
/ 
t 
/ 

2239-2240 UT 

2240-2241 UT 

CONTOUR INTERVAL = 200 -y/MIN 
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and telluric disturbances; i.e., induced electric fields at the earth's 
surface. 

The basic theory of tellurics is contained in a boundary value 
problem involving l\Taxwell's equations and the resultant electro
magnetic wave equation. An external exciting source is assumed. 
The phase and amplitude relationships between the orthogonal com
ponents of the horizontal electric and magnetic fields observed at the 
surface of the earth are measures of the electrical properties of the earth. 

Electromagnetic induction by a uniform horizontal magnetic field 
B [with components H(NS) and D(EW)] in a uniform semi-infinite 
earth produces orthogonal horizontal electric fields, E, which satisfy 
the following relationships :15 

mod (E/B) 0: liT! 

arg (E/B) = 11'/4, 

(la) 

(lb) 

where T is the period of the magnetic field B. Hence, the ratio of the 
amplitude of the electric field to the magnetic field is proportional to 
the inverse square root of the period T and the phase difference is 
always 11'/4. 
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I t is necessary to measure three mutually orthogonal components 
in order to completely describe the vector magnetic field. It is custom
ary in land-based magnetic variation surveys at midlatitudes to 
measure the horizontal H (geomagnetic NS) varying, horizontal 
D (geomagnetic EW) varying, and vertical Z components of the 
magnetic field. The sense of the variations is positive north for H, 
positive east for D, and positive down for Z. The fields are referenced 
from the earth's surface and magnetic north. The induction process, 
therefore, is such that a positive H variation will produce an east-to
west flowing telluric current (a negative surface electric field). [At 
high latitudes it is customary to use the geographic NS (X) and 
geographic EW (Y) components. ] 

Telluric current observations, together with the magnetic field 
measurements, usually show that the amplitude ratio Ej B is propor
tional to the inverse square root of the period. Thus, the relationship 
in eq. (Ia) suggests the use of a uniform conductivity earth model. 
However, observations of the phase differences between E and B 
seldom agree with the predictions of the uniform earth model (Ib). 
Phase differences as small as 20° for magnetic field variations with 
periods of 20 to 30 minutes and as large as 45° for much shorter 
periods have been reported.15 These large discrepancies in phase 
differences bet\veen the theory and the observations underscore the 
fact that a uniform earth model is seldom applicable to the real earth 
at an observing location. 

Wait16 has developed an analytical formulation of the electro
magnetic fields of an infinite line source above a horizontally stratified 
earth. The earth model can be extended to include any number of 
layers. The line source can serve as an equivalent current system to the 
real current systems (e.g., ionospheric or magnetospheric current 
systems), which can produce natural electromagnetic fields at the 
earth's surface. The basic relationship between the electric and mag
netic fields at the surface of the earth is given as l :; 

(2) 

\vhere /-Lo is the free space permeability and Zl is defined as the surface 
impedance. For a three-layer earth model, the surface impedance is 
given as16 

(3) 
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where Ul is the propagation constant for the first layer, J.1.o is the free 
space permeability, w is the angular frequency, and Q is a correction 
term that accounts for the resistivities and thicknesses of the three 
layers. The mks system is used throughout. 

The surface impedance defines the relationships between the 
tangential electric and magnetic fields at the earth's surface. The 
surface impedance also completely represents the electrical properties 
of the earth, ,vhen displacement currents are neglected. Estimates of 
the surface impedance can be made from knowledge of the geology 
in a specific area. 

The apparent resistivity of the three-layer earth model is related 
to the surface impedance by the expression14 

(4) 

The apparent resistivity Pa (in ohm-meters) is highly dependent on 
the angular frequency w of the source and the conductivity structure 
of the three-layer earth. It is important to note that many published 
values of earth resistivity are, in fact, apparent resistivities that are 
valid only in a limited frequency range. For example, the use of earth 
resistivity values determined at 60 Hz will not normally be valid at 
the frequencies at which telluric currents are important (see Fig. 7). 

The numerical evaluation of eq. (2) is substantially simplified if the 
electromagnetic fields are considered plane waves. Since no physical 
sources exist in nature that produce plane waves, it is necessary to 
determine the range of frequencies and geographic conditions in which 
the fields of a line source can be successfully approximated by mathe
matical plane waves. 

Peeples17 has shown that the plane wave approximation ,vill be valid 
for wave periods less than 500 seconds for earth models that have a 
highly conducting sedimentary first layer, if the line current is located 
at a height of at least 100 km. 1'vIorrison18 has shown that, as the resis
tivity of the first layer increases, the period range decreases for which 
a plane wave analysis is valid. The plane wave approximation has been 
found valid in the frequency range (~0.01 to 0.1 Hz) in which telluric 
current effects are important to long-haul communication systems. 
Hence, the surface impedance and apparent resistivity for a plane 
wave can be readily computed from eqs. (3) and (4) once the param
eters of the three-layer earth are established. The surface electric 
field can be computed for any value of the magnetic induction field 
by inserting the appropriate surface impedance value into eq. (2). 
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IV. PLANO EARTH RESISTIVITY MODEL 

In this section, a three-layer earth resistivity model is developed. 
The model is derived from the modified Cantwell-l\1cDonald earth 
resistivity modeP9 and detailed information of the geology20 in the 
vicinity of Plano, Illinois. This model is assumed to be representative 
of the entire L4 route from Plano, Illinois, to Cascade, Iowa. 

Geophysical studies in the vicinity of Plano indicate that the granitic 
basement rocks are at a depth of about 1.2 km. Above the basement 
lies a relatively thick sequence of flat-lying sedimentary rocks consist
ing of Cambrian and Ordovician sandstones, shales, and dolomites. 
Unconsolidated glacial deposits overlie the bedrock with thicknesses 
of 18 to 36 meters. 

The three-layer earth model in Fig. 6 was arrived at by merging 
the upper crustal model with the modified Cantwell-l\1cDonald earth 
resistivity model. Because of the relatively low frequencies encountered 
in telluric studies, it was felt that the layer of unconsolidated glacial 
deposits could be ignored without affecting the results. 

The top layer of sedimentary rocks was given a resistivity of 100 
am and a thickness of 1.22 km; the second layer of granitic basement 
rock was given a resistivity of 5000 am and a thickness of 300 km; 
the bottom layer, representing the upper mantle, was given a resis
tivity of 10 am and an infinite thickness. The surface impedance was 
computed using the earth parameters from Fig. 6 in eq. (3) after 
modification of the latter for the plane wave approximation. 

The more familiar apparent resistivity, which is related to the surface 
impedance through eq. (4), was determined to show the frequency 

AIR 

*,~~~"""~"~~"""""~"~"~~w..."""~"~'0 
EARTH I h, = 1.22 km P, = 100 nm 

W$ff&//4ffffffffffffff/ff$$ff$ff$ff/,// 

h2 = 300 km P2 = 5000 nm 

,%"~""~~~l""~~"~~~",,,,~,,~~,,,,,,w...,,~,,~ 
h3=oo P3=10nm 

Fig. 6-Three-Iayer resistivity model for Plano, Illinois, vicinity. 
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response of the earth model. Figure 7 illustrates the variation in 
apparent resistivity as a function of frequency. The decrease in the 
apparent resistivity at the higher frequencies arises from the influence 
of the top layer. A maximum apparent resistivity is shown at about 
10-2 Hz; this reflects the influence of the highly resistive second layer, 
the basement rock. The drop in apparent resistivity below ~ 10-2 Hz 
arises from the influence of the less resistive upper mantle as the 
frequency decreases and the depth of penetration of the magnetic 
field increases. Hence, in this layered earth model, there are certain 
frequencies for which the apparent resistivities are much higher than 
others. Earth resistivity models in general are nonunique, and extrapo
lations from them should be done with caution. 

The surface impedance based on the above earth model was used 
to compute the variation in surface electric field as a function of the 
source frequency. Figure 7 shows the variation in surface electric field 
when the orthogonal horizontal magnetic induction field is 700 gammas. 
The induced electric field is highly dependent on frequency. The 
flattening of the induced electric field at about 10-2 Hz corresponds 
to the maximum in the apparent resistivity at this frequency. A 
uniform earth model would not show this flattening, but only a con
tinuous decrease in electric field magnitude with decreasing frequency. 

L4 AND GEOMAGNETIC DISTURBANCES 1831 



V. THE L4 SYSTEM AND EARTH POTENTIAL OUTAGES 

The L4 system consists of coaxial cables powered in pairs by power
feed stations. Normally, the maximum distance between power-feed 
stations is 242 km (150 miles), with a nominal repeater spacing of 
2 miles. The power system is grounded at one end, and the output 
voltages of the four dc-to-dc converters (each rated to deliver 1800 V 
and a nominal line current of 520 rnA) are balanced so that the voltage 
to ground at the "floating ground" end is zero. Figure 8 shows a 
typical L4 system powering section in the presence of an earth po
tential. In the presence of slowly varying voltages, the floating ground 
has a threshold of 370 V, above which it becomes automatically 
grounded. The automatic grounding feature serves as protection to 
the system. The floating ground must be restored to its normal condi
tion manually. 

Direct-current earth potentials produce changes in the IA system 
line current that can cause transmission impairment and/or converter 
shutdown. The line current is unaffected by earth potentials until the 
370 V threshold is exceeded. After grounding occurs at the floating 
point end, the earth potential appears in series with the metallic 
power-feed loops of both lines. The earth potential will increase the 
voltage on the line of the same polarity, causing an increase in that line 
current. The potential will decrease the voltage on the line with the 
opposing polarity, causing a decrease in that line current. Since earth 
potentials produced by geomagnetic variations frequently reverse 
polarity on rather short time scales, both lines will experience high 
and low currents. The magnitudes of the line currents are dependent 
on the following factors: 

(i) Magnitudes of the earth potentials. 
(ii) Degree of balance of the power system. 

(iii) Dynamic resistance of the line and the converters. 

System designers have analyzed an ideal model of the L4 system 
to estimate the line current variations as a function of earth potential. 
The results of this analysis with respect to converter shutdown on a 
standard 242-km power section are :21,22 

(i) At ~ 6.5 V /km, the line with the aiding earth potential will 
experience a high current shutdown. 

(ii) At ~ 8.9 V /km, the line with the opposing earth potential will 
experience a low current shutdown of both converters feeding 
the line (see Fig. 8). 
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Fig. 8-L4 power-feed section in the presence of an earth potential. 

The high current shutdown at ~ 6.5 V /km is considered the most 
serious effect of earth potentials and, as is discussed below, is most 
likely the cause of the Plano-Cascade L4 shutdown of 4 August 1972. 

The surface electric field induced along the Bell System L4 route 
from Plano to Cascade at approximately 2242 UT, 4 August 1972, 
can be determined from eq. (2). The magnetic field variation I AB / At I 
can be determined from Fig. 4 and the surface impedance can be 
determined from eq. (3) using the Plano earth resistivity model. The 
estimated geomagnetic disturbance of ~ 700 'Y /min (see Fig. 4) will 
induce a perpendicular surface electric field of ~ 7.4 V /km (see 
Fig. 7). 

The estimated direction of the geomagnetic disturbance vector was 
about 40° north of east (see Fig. 4), making an angle of approximately 
70° with the Plano L4 route. For this angle, about 94 percent of the in
duced electric field, i.e., ~ 7 V /km, would directly affect the L4 power
feed section. Bell Laboratories engineers have established a working 
shutdown value range for earth potentials of 6.5 V /km ±20 percent.22 
Comparison of this range to the ~ 7 V /km value deduced for 4 August 
from magnetic field fluctuations shows that the surface electric fields 
that were most probably induced along the Plano to Cascade route 
at ~ 2242 UT 4 August 1972 were probably sufficient to cause the L4 
shutdown that took place. 

The Uniqueness of the Plano L4 Outage 

A complete explanation of why the Plano-Cascade section of the 
transcontinental L4 route experienced a shutdown and why other 
sections did not is not available at the present time. To establish some 
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argument for uniqueness, it is \vorthwhile to outline some factors that 
might contribute to a telluric current shutdown. The major factors 
can be divided into geophysical conditions and system susceptibility. 

Previous sections of this paper have dealt with the importance of the 
rate of change of the inducing field I D..B / D..t I and of the surface im
pedance in determining the induced telluric currents. To achieve a 
maximum telluric current or earth surface potential along an L4 
route, the horizontal magnetic field variation must be perpendicular to 
the direction of the route. 

The contour maps shown in Fig. 4 illustrating the area distribution 
of I D..B/ D..t I and its direction angle in the interval 2241 to 2242 UT 
across North America are a valuable tool for determining the magni
tude of the geomagnetic disturbances that actually affect an L4 
power-feed section. As mentioned above, an estimated 94 percent of 
I D..B / D..t I at 2242 UT affected the Plano-to-Cascade power-feed 
section. The L4 power sections immediately to the east of Plano and 
immediately to the west of Cascade both have a more east-west 
direction than the Plano-to-Cascade section. This means that only an 
estimated 60 percent of I D..B/ D..t I, producing an electric field of ~ 4.7 
V /km, will affect these sections. This estimated electric field value is 
below the lower-limit system shutdown value of 5.2 V /km. These 
comments must be qualified by the fact that, as noted earlier, the 
available magnetometer data were certainly not optimum to determine 
field changes and directions with high accuracy. 

The frequency response of the earth's surface impedance along the 
cable route is also a very important factor in producing maximum 
telluric currents. As shown in Fig. 7, the frequency response of the 
Plano earth model was a maximum at ~10-2 Hz, which is the fre
quency of the largest magnetic variations at 2242 UT. Analytical 
results from various earth resistivity models have shown the frequency 
response of the surface impedance to be fairly sensitive to changes 
in layer thickness. 21 If the earth resistivity structure profile were 
known along the entire transcontinental L4 route, it would aid in the 
determination of which sections of the route are most susceptible to 
telluric currents. This information is not presently available, and 
probably will not be for quite some time. Thus, this discussion indi
cates that a combination of geophysical factors is needed to produce 
maximum telluric currents along a specified cable route. All these 
factors are very difficult to estimate at any particular time from the 
distribution of geomagnetic and telluric observatories presently 
existing in North America. 
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From the point of view of system susceptibility, each power-feed 
section of the L4 route will most likely have a different earth potential 
shutdown value. This condition exists because of variations in the 
power system balance, because of variations of dynamic resistance in 
the individual lines and convertors, and because of the length of any 
particular power-feed section. For instance, the Plano-to-Cascade L4 
power-feed section, at ~ 248 km, is the longest in the Bell System. 
The L4 sections immediately to the east and to the west are ~ 213 
and ~ 230 km long, respectively. The decreased lengths in these 
sections increase the critical shutdown voltages to ~ 7.4 and ~ 6.8 
V /km, respectively. 

VI. SUMMARY 

The preceding discussions, using most of the existing North American 
data available for the time period around the L4 system outage of 
4 August 1972, have indicated that the geomagnetic disturbances 
were apparently sufficient to produce the outage on the Plano, Illinois, 
to Cascade, Iowa, route. The geomagnetic disturbances were produced 
primarily by large distortions of the earth's magnetosphere, whose 
boundary was observed to be pushed inward to an altitude of about 
four to five earth radii over North America at the time of the L4 
outage. Therefore, the geomagnetic disturbances that produced the 
outage did not arise from enhanced auroral current systems that are 
normally associated with power system problems during magnetic 
storms. 

I t is difficult to establish the uniqueness of the L4 problem along 
the Plano-Cascade route during this large storm. A large part of this 
problem arises because of the insufficiency of the geophysical data, 
data concerning the magnitudes and spatial distributions of the 
magnetic fields and earth currents during the magnetic storm as well 
as data on the geological structure under the L4 route. 

In addition to problems of coaxial system outages from large 
geomagnetic disturbances, it is likely that smaller magnetic storms 
may occasionally induce sufficient currents on some routes in certain 
locales to produce transmission impairments. Experimental work to 
study this problem is presently under way. 
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New Frontiers of Varactor Harmonic Power 
Generation in the C-Band 

By S. V. AHAMED and J. C. IRVIN 

(Manuscript received June 24, 1974) 

Gallium-arsenide "stacked" varactors employed in a frequency doubler 
and tripler have given 8- to la-watt output at 4- and 6 GHz with efficiencies 
of 70 to 80 percent. 

I. INTRODUCTION 

We have designed and developed a new class of varactors that have 
been noteworthy beneficiaries of the techniques evolved for GaAs 
IlVIP ATTs. In this paper we report the experimental results obtained 
from double-stacked diodes for frequency doubling (2 to 4 G Hz), and 
double- and triple-stacked diodes for frequency tripling (2 to 6 G Hz). 

II. VARACTOR CONSTRUCTION 

The power and efficiency sought in the present application (8- to 
10-W output at 4 and 6 GHz with a minimum efficiency of 70 percent) 
dictate a low-loss, high-voltage varactor. These conflicting goals are 
best achieved by a series connection of two or more chips in a single 
package. l Using a Schottky-barrier GaAs chip, the power dissipation 
per chip is so small that a simple series stacking of one chip upon 
another is adequate, without heat sinks for any chip except the bottom 
one. This scheme is facilitated by using dice of typical C-band L\fP ATT 
design,2 i.e., squat cylinders or truncated cones (0.2 mm in diameter 
by 0.08 mm tall, for example) in which the active area is that of the 
cylinder itself. The dice are thermocompression-bounded in "flip-chip" 
position, one on another, in a package with a diamond heat sink. The 
series combination not only increases power-handling capacity con
siderably, but it also alters the input and output impedances favorably. 

The chips employed here were originally tested as E\IP ATTs, 
where they gave about 3 W at 10 to 12 percent efficiency in C-band. 
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As a double stack, these chips formed a varactor with typical values 
of 7.5-pF zero-bias capacitance, 174-V breakdown, and 0.65-ohm 
zero-bias resistance. In a triple stack, the varactor's values were 
typically 5.0 pF, 265 V, and 0.98 ohm. The cutoff frequencies at 
breakdown are 300 GHz or greater. 

III. THE 2- TO 4-GHz FREQUENCY DOUBLER 

A coaxial embodiment of the doubler (see Fig. 1) has been chosen 
to yield experimental flexibility. The diode is mounted at the center of 
a 30-cm, 50-ohm coaxial airline. A 4-GHz reentrant choke to block the 
output frequency from the input and a 2-GHz quarter-wave-Iong 
transformer to match the impedance constitute the input side. A 
quarter-wave 4-GHz transformer and a twin capacitor 2-GHz filter 
make the output side. The axis of the inner conductor is positioned at 
the axis of the outer conductor by radial pressure between the diode 
and a long, thin, spring-loaded polystyrene pin. The frequency doubling 
by the diode has been simulated on a digital computer, and the effi
ciencies and bandwidth data are obtained together with the impedance 
for best results. The correlation between the simulated results and 
experimental data is shown in Fig. 2. The half-dB bandwidth at 4 GHz 
is approximately 300 l\1:Hz. 

IV. THE 2.115- TO 6.345-GHz TRIPLER 

A coaxial embodiment with three limbs in a T configuration (see 
Fig. 3) for the input, output, and idler circuits has been designed and 
constructed for the tripler circuit. The diode is mounted along the axis 

POL YSTYRENE 
#<-- ROD 

-- DIODE 
MOUNTING 

Fig. 1-Cross section of the 1995- to 3990-MHz doubler. 
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Fig. 2-Efficiency characteristics of the doubler, double stack 7.5 pF, 174V, 
0.65 ohm. 

of the T opposite the idler stub with the remaining two limbs for input 
and output sides. A 2. 115-GHz quarter-wave transformer, a 4.23-GHz 
(idler frequency) choke, and a 6.345-GHz choke suitably located with 
respect to one another and the diode constitute the input side. A 
2.115-GHz choke, a 6.345-GHz transformer, and twin-capacitor 4-GHz 
filter (also serving as a dc block) constitute the output. The idler 
circuit consists of a 0.53-pF capacitor (which also blocks the dc voltage 
because of average charge on the diode), a suitable length of the inner 
conductor, and a sliding short between the inside and outside conduc
tors. The axis of the central conductor between the input and output 
sides is aligned with the axis of the outer conductor by opposing radial 
pressures between the stub and the diode. The positions of the various 
components in the tripler that can be computed agree well with the 
experimentally determined locations. Fine tuning is accomplished by 
four pin tuners, two on the idler stub and one each on the input and 
output limbs. The correlation between the simulated results obtained 
from a digital computer and the experimental data is shown in Fig. 4. 
The bandwidth that has been computed to be about 70 ::\IHz at 
6.345 GHz is experimentally measured at 0.5-dB points as 61.2 ::\;[Hz 
at 8 W, 50.4 ~IHz at 7 W, 58.8 ::\IHz at 6 W, and 66 ::\IHz at 5 W for a 
triple-stacked varactor. This varactor is extremely resilient to the 
extent that no damage occurs by gross mistuning at 10 W. The double
stacked varactor has yielded 10 W but has been occasionally damaged 
while tuning, probably because of excessive avalanching. 
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v. CONCLUSIONS 

Both high power and high efficiency that approach the theoretical 
limit for GaAs diodes of this design may be simultaneously achieved 
by proper design of the varactors. The good control in doping density, 
the use of nonohmic back contacts, and a diamond-based heat sink 
that permits a tolerable temperature rise of the most thermally isolated 
chip in a stacked varactor, make these new varactors good contenders 
for microwave power by frequency multiplication. 
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Uniformly Into a Transmission Line to 

Reduce Attenuation 

By J. M. MANLEY 

(Manuscript received October 29, 1973) 

This paper describes the general properties of a negative-impedance
boosted (NIB) transmission line, an otherwise uniform line to which 
lumps of negative impedance have been introduced periodically along its 
length. The purpose of these lumps is to reduce the attenuation of the line, 
but they also make possible self-oscillation and cause reflections. However, 
these reflections are cancelled up to a cutoff frequency that has an inverse 
relationship to the spacing of NIB units. Sumnwries are included of the 
latest NIB project; of previous investigations into NIB lines, many of 
which were not published; and of the first work in the Bell System to 
reduce transmission-line attenuation through the introduction of loading 
coils and then unilateral amplifiers. It is shown that many of the differ
ences between properties of NIB lines and properties of a line fitted with 
unilateral amplifiers come from the different ways the source of energy 
replenishment is coupled into the line. 

It is shown that, under suitable conditions, the addition of small simple 
NIB units to a transmission line can reduce its loss to a low level in a 
stable manner and also equalize it. Because of some properties of NIB 
lines, they cannot be used successfully in all situations; in particular, an 
environment in which large longitudinal currents are induced in the lines 
is unfavorable. 

I. INTRODUCTION 

The use of negative impedances to reduce the attenuation of tele
phone transmission lines is the subject of this paper. The principal 
material is in Section V and deals with the general properties of trans
mission lines to which negative impedances have been added periodi
cally. These properties are compared with those of lines with loading 
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coils and lines having conventional unilateral amplifiers. This use of 
negative impedances has been investigated a number of times in 
several ways over the past forty years, but very little of this work has 
been published. A brief history of this effort is given in Section VI. 
A short section on the properties of negative-resistance elements is 
also included. 

For perspective in viewing the use of negative impedances in trans
mission lines, a few highlights are provided from the early development 
of means to reduce attenuation in the lines of the Bell System. This 
development from early Bell System work makes a very interesting 
story in itself, parts of which may be found in Refs. 1 through 8-
the account in Ref. 1 being especially good. However, this background 
information is given here not only for perspective, but because the 
introduction first of loading coils and then of gain by means of uni
lateral amplifiers furnishes two important points of reference in 
discussing the properties of attenuation reduction by means of negative 
impedance. 

The most recent study of the use of negative impedances in trans
mission lines, begun several years ago by L. A. lVleacham, is sum
marized briefly in Section VII. 

II. LOSS REDUCTION BY LOADING COILS AND AMPLIFIERS 

The first major advance in pushing back the barrier of distance in 
telephone transmission came around 1900 with the introduction of 
loading coils. Through the work of Heaviside and others, it had been 
known for some years that if the series inductance of a line could be 
increased, its attenuation would be decreased. But there was no satis
factory way to increase continuously a line's inductance, although this 
was done to a limited extent in submarine cables later on. Soon after 
joining the AT&T Laboratories in Boston, Dr. George A. Campbell 
in 1899 developed a theory of loading for adding inductance in finite 
lumps to a line.3 In an unusual coincidence, a similar theory was worked 
out by Professor l\1ichael Pupin of Columbia University at about the 
same time. In a patent-interference case, it was decided that Professor 
Pupin preceded Dr. Campbell by a few days. Campbell's analysis, 
which was more detailed than Pupin's, gave the relation between kind 
of line, size of coils, a.nd their spacing and cutoff frequency. These 
relations were used to begin the introduction of the loading process 
and are still widely used today. 

Campbell's invention of the wave filter came from the results of his 
analysis of the loading process, which was seen to make a low-pass 
filter of the line. The making of suitable coils was quite a problem 
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itself in those days, but within about a year, installations of coils were 
beginning and attenuations were being reduced to about one-half 
their former values. This was a great advance and made possible a 
large expansion of the telephone network in distance and use. The 
theoretical cutoff frequency of these loaded lines was about 2300 Hz, 
but because of the core material in the coils, the actual line losses 
began to increase considerably before this cutoff. With later improve
ments in coils and technique, line losses were often reduced to one
third or one-fourth the nonloaded values. 2 By 1905, with the use of 
these coils and # 8 or # 10 wire, the long-distance open-wire network 
in the East had been extended as 'far west as St. Louis and Kansas 
City without benefit of repeaters and by 1911, Denver had been 
reached. 

An important goal at the time was to link the east and west coasts 
by telephone. To do this, either # 5 wire (0.18-inch diameter) had to 
be used in the line from Denver to San Francisco, or a suitable form 
of repeater had to be found. The repeater path appeared to be the 
more economical and so the work already under way on repeaters and 
their use in transmission lines was expanded. 

In fact, between the invention of the telephone and the appearance 
of the high-vacuum-tube amplifier in 1913, there was a large amount 
of effort expended, both inside and outside the Bell System, to devise 
a workable amplifier for telephone signals. During this time, many 
inventions were submitted to the AT&T Company for possible use 
as telephone repeaters. Some of these involved rotating electrical 
machinery or other ponderous mechanical devices tha t were not 
suited to high-frequency telephone signals. Others, on analysis, 
turned out to be simply transformers with no energy source.4 An 
amplifier is really a modulator in which an incoming signal, with a 
small expenditure of energy, modulates a larger local energy source 
to produce a gain as it repeats the signal. In a vacuum-tube amplifier, 
the dc plate current supplied by a battery is modulated by the grid 
voltage. In a transistor amplifier, the collector current is, in effect, 
modulated by the much smaller base current. In a carbon-button 
amplifier, the varying resistance of the carbon granules in response 
to the motions of the receiver armature modulates the dc flowing 
through the button with a power gain of several hundred. In a para
metric amplifier, the source of energy is a local oscillator supplying 
pump current which is modulated by the signal. And so on. 

During the time when a suitable repeater was most actively sought, 
only two devices showed enough promise to be seriously considered. 
One of these was a combination of carbon-button transmitter and 
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receiver which, in its best version, had the transmitter and receiver 
coupled mechanically instead of acoustically. A few commercial 
installations of this device were made although it had a number of 
problems, one of which was variability of gain. The other device was a 
gaseous discharge that fundamentally had the characteristics of a 
negative resistance rather than a unilateral amplifier. 

At this point, the three-electrode vacuum tube appeared on the 
scene and showed such great promise that the first two devices were 
soon put aside. The first high-vacuum-type repeater was installed 
in late 1913, a little less than a year after H. D. Arnold had been 
shown DeForest's three-electrode tube. By the middle of 1914, three 
improved repeaters had been successfully installed and operated in 
the new transcontinental line. The net loss of this line was 20 dB and 
the 10-dB bandwidth was from 350 Hz to 1250 Hz.1.4 

III. PROBLEMS AND PROPERTIES OF REPEATERED LINES 
USING UNILATERAL AMPLIFIERS 

The introduction of repeaters into the telephone plant showed up 
transmission problems that had been obscured before. At any point 
in the line where its uniformity is disturbed (called an irregularity), 
part of a wave traveling down the line will be reflected back toward 
the "\vave's source. Such a reflected wave is like an echo. When the net 
loss of the line is 20 dB or more, the returning echoes are weak and 
hardly noticeable. But when gain was added to such a circuit, the 
echoes could be very objectionable. In fact, they could limit the 
amount of usable gain. For example, the net loss in the first trans
continental line in 1914 was limited to 20 dB. 

Another factor in the effect of echoes is the transmission time of the 
line. Because of the inductive loading, the transmission time of the 
transcontinental line was 70 ms, which is high enough so that if 
strong echoes occur they will be objectionable. As understanding of 
these effects grew, the loading was removed, reducing the transmission 
time to 20 ms. With this change, the loss increased about 100 dB but 
more gain could be added, reducing the net loss to 12 dB. An extra 
benefit that came from the removal of the loading was higher-quality 
speech transmission because of the increased bandwidth. 5 Since the 
attenuation vs frequency characteristic of open-wire lines is fairly 
fiat, the use of loading restricted the bandwidth. Gradually all loading 
coils were removed from open-wire lines. The situation is different 
with cable pairs, which have a considerably higher capacitance. Here 
the coil loading tended to flatten the attenuation vs frequency curves 
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so that only a little equalization was required at the repeaters. Hence, 
loading has generally been kept in voice-frequency cable circuits, 
although the amount of loading has been reduced in long circuits to 
red uce transmission time. 

Another effect of the reflections when repeaters are in the line is the 
possibility of free oscillation in the line, or "singing." If an amplifier is 
inserted into a perfectly uniform transmission line in such a way that 
it does not cause reflections, the gain of the amplifier may be as large 
as desired. But if there are reflections, the amount of gain that can be 
inserted will be very definitely limited by either echoes or sing
ing. 5,8-11 Reflections can be caused by an improper termination of 
the line, by a missing or misplaced loading coil, or by the way amplifiers 
are coupled into the line. 

To obtain bilateral transmission with a unilateral amplifier, a 
special kind of circuit is required to couple the amplifier into the line. 
Some form of bridge circuit is the usual means-a Varley loop was 
first used for telegraph repeaters. Coil arrangements for doing this 
are called hybrid coils, one of which plus one amplifier make a 2I-type 
repeater that can amplify in both directions. But its losses are high 
and it sends amplified signals in both directions with the effect of an 
echo even though the lines in both directions are well-balanced against 
each other. Hence, they were not used very much. The 22-type repeater, 
shown in Fig. 1, uses two hybrid coils, two amplifiers, and two line
balancing networks, and gives much better performance. Losses are 
minimal and reflections come only from imperfections in balance 
between the line in each direction and its balancing network. This 
means for coupling amplifiers into a line was invented in 1895 (U. S. 

AMPLIFIER -
BALANCING 
NETWORKS 

LINE LINE / , 
WEST / 

, 
'",-

EAST 
.,.:; 

Fig. l-Diagram for connecting unilateral amplifiers and hybrid coils to make a 
22-type repeater. 
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Patent 542,657) by a Bell System engineer, W. L. Richards, long 
before there were good amplifiers with which to use it.4 

After the successful introduction of the 22-type repeater into the 
system, the AT&T Company continued to have submitted to it 
inventions that purported to reduce in varying degrees the complexity 
of the means for coupling unilateral amplifiers into the line. They were 
mainly variations of the basic bridge circuit or were completely 
unworkable. No satisfactory substitute for the hybrid coil arrange
ment of Fig. 1 has appeared except for the very different approach 
to overcoming line loss by the introduction of negative resistances, 
which will be discussed below. 

As may be seen from Fig. 1, the amount of gain that can be obtained 
from this repeater configuration before local singing occurs depends 
on the loss across the hybrids (vertically in the diagram) and is higher 
for higher losses. This loss is infinite if the network exactly balances its 
corresponding line and is zero if the line presents a short or open 
impedance. Thus, to operate these repeaters with considerable gain 
in two-wire lines requires a fairly high degree of balance between 
networks and lines. When a number of repeaters is used in tandem 
in a line, additional possible singing paths are introduced as well as 
additional echo source~ at each departure from uniformity, which 
from a practical viewpoint is at each repeater. To eliminate these 
multiple singing paths and echo sources, four-wire transmission was 
introduced in many toll circuits and is universally used now in all 
carrier circuits. In this arrangement only two hybrid coils are used, 
one at each terminal. The upper path in Fig. 1 becomes a two-wire 
line with a sufficient number of east-west amplifiers approximately uni
formly spaced. The lower path is similar but transmits only west to 
east. The singing problem is greatly reduced with this arrangement 
because both horizontal transmission paths between the terminal 
hybrids have very little if any gain since each includes the line loss 
as well as the amplifier gain. In some respects, the four-wire configura
tion of repeaters is similar to the use of series negative-impedance 
boosters, as will be seen below. . 

If the two wires of the pairs in the two-wire and the four-wire 
circuits, and the repeater circuits connected to them, are well-balanced 
against each other, interference currents will largely be drained off to 
ground away from the repeaters and terminals. 

The 22-type repeaters were economically as well as technically 
successful in toll transmission, but were deemed too expensive and 
complicated for exchange trunks where gain was needed in the general 
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upgrading of telephone quality in the nineteen twenties. Partly because 
of continuing study of repeatered systems and partly because of the 
need for a cheaper repeater, as indicated above, different ways of 
reducing line attenuation were sought. 

One way, quite different from the use of unilateral amplifiers de
scribed above, and which appeared to hold considerable promise, was 
that of introducing negative resistances into the line to cancel, or 
partly so, the positive line resistance, which, because of good dielectrics, 
is the principal source of loss in lines. While some thought had been 
given to such use of negative resistances at about the time the vacuum
tube repeater appeared, as indicated above, a considerable effort in 
this direction began a little before 1930 and has continued off and 
on until the present. A review of this work is given below in Section VI· 

N ow, with our summary of the processes by which gain may be 
obtained, we are able to see a certain equivalence between an amplifier 
and a negative resistance. Yet the difference in the ways they must be 
used in a transmission line, or in the particular form one or the other 
takes, may make it more desirable to introduce the gain in one of the 
ways instead of in the other. 

The next section will describe some of the properties of negative 
resistances and devices that exhibit this characteristic. 

IV. NEGATIVE RESISTANCES 

A positive resistance absorbs energy from connected circuits and 
dissipates it. A negative resistance delivers energy to connected 
circuits and so must have within it a source of energy on which it may 
draw. l\10re precisely, a negative resistance as a device is able to 
convert the energy of a local source, to which it is connected, into a 
form suitable for passing on to other circuits. In other words, it must 
be able to modulate the energy from the local source as an amplifier 
does. An amplifier, though, is usually a three-terminal device in which 
the energy stream is controlled externally. A negative resistance, on 
the other hand, is a two-terminal device utilizing some internal phe
nomenon that depends on the voltage across it or the current through 
it to control the energy stream. An early paper by Crisson12 describes 
two kinds of negative resistance. He shows also in this paper that either 
form of negative resistance can be generated by connecting the output 
of an amplifier to its input either in a series way or a shunt way. This 
suggests that in general a negative resistance is the result of some kind 
of feedback process, that is, one in which current or voltage depends 
on itself in some way, either externally or internally. A good general 
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paper on negative resistance and devices which exhibit it is the one by 
E. W. Herold. I3 

Some parasitic reactance may be associated with a negative
resistance device and/or some may be intentionally added to it so 
that, in general, an impedance with a negative resistance component 
is what is used. The general term negative impedance is applied to 
such a device. Because of the reactance, the impedance usually does 
not have a negative resistance component above a certain frequency. 
It is possible also for negative impedances to be generated in a largely 
reactive device, such as a varactor, by an internal modulation process. 
Here the energy source is not dc but the external pump oscillator. 

When a negative resistance is generated by connecting the output 
of an amplifier to its input, the voltage-current characteristic is a line 
with negative slope extending from the origin to where the amplifier 
begins to overload. Here, in effect, the true energy source is concealed 
within the device. However, in many negative-resistance devices, the 
energy comes to the device from the source through a direct current 
that also flows through the two terminals of the device. Over a certain 
range of values of this current, the device exhibits a negative resistance 
and so is able to convert energy from the source to a form suitable for 
use in the connected circuits. All known negative resistance devices 
of this type have either one or the other of two shapes of voltage
current characteristic, as illustrated in Fig. 2. The series type is shown 
in Fig. 2a, and the shunt type in Fig. 2b. Between points A and B, 
the slope dV / dI is negative and, for current variations in this range, 
the device presents a negative resistance to external circuits. The 
magnitude of the negative resistance is this slope expressed in ohms. 

To get an understanding of the effect of a negative resistance in a 
circuit, consider the diagrams of Fig. 2c, where a positive resistance Ro 
has been added to the negative resistance R and the resulting overall 
voltage-current curve drawn. When the added positive resistance just 
balances the negative component, the V-I curve of the combination 
has a slope of zero between A and B (Fig. 2c). That is, if, as indicated 
in the figure, a varying signal current is superimposed on the bias of 
direct current supplied by the energy ROllrcp-, thp- voltage drop across 
the combination of positive resistance and negative resistance device 
is zero as long as the variations remain within the range A to B. This 
means that all the positive signal energy dissipated by the positive 
resistance Ro comes from the negative resistance R and none from the 
signal generator e. This is an indication of how the negative resistance 
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Fig. 2-Voltage-current curves for negative resistance. 

supplies energy to the connected circuits by appearing to cancel or 
nullify the positive resistance, or a part of it. 

Of course the borderline case just discussed could not really exist 
because the signal generator e, being zero, is not in control. To under
stand this incipient instability, let Ro be less than R so that the slope 
of the V-I curve between A and B is now negative as in Fig. 2a, and 
consider also the small parasitic inductance l which would be in series 
with the resistances. Then the signal current i would be given by the 
expression 

i=e/(sl-R+Ro), 

where s is complex frequency (J' + J·w. If the magnitude of R is greater 
than that of R o, the impedance of the circuit has a root in which s 
has a positive real part and so is unstable. If, in addition, there is a 
resonance of reactances associated with the circuit, sustained oscil
lation will occur at the frequency of resonance. Thus, there is an 
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instability barrier that prevents the negative resistance from supplying 
any more energy to connected circuits than just enough to cancel the 
losses in the external positive resistance. 

Because of the instability conditions just described, the V-I charac
teristics of Fig. 2 cannot be obtained directly from measurements on 
the device alone. If the voltage in Fig. 2a or the current in Fig. 2b is 
increased from 0 until point A is reached, the current in Fig. 2a or the 
voltage in Fig. 2b will appear to jump to point C, skipping over the 
intermediate part of the characteristic. Actually this is a very fast 
transient with a positive real exponent as indicated above. This 
instability will not occur if a positive resistance a little larger than the 
magnitude of negative resistance is connected in series with the series 
device, nor will it occur if a positive conductance a little larger than 
the negative conductance is shunted across the shunt device. Hence, 
the names, series and shunt, are given to the two types of negative 
resistance. The characteristics, Figs. 2a and 2b, are deduced by mea
surements of the combination circuit, as shown in Fig. 2c. The slope of 
the negative-resistance region can be measured quite accurately in 
such a circuit by adjusting Ro to obtain a null of signal voltages across 
the series combination of Rand Ro• 

One of the earliest negative-resistance devices is the carbon arc 
(or other gaseous discharge). This is the series type and is generated 
when the ionization in the discharge begins to increase by means of 
the current of the discharge itself. The avalanche process in semi
conductors is the modern counterpart of this. The dynatron invented 
by A. W. Hull14 is of the shunt type and depends on secondary emission, 
which becomes appreciable when a voltage reaches a certain value. 
Other devices that can exhibit negative resistances. are thermistors, 
avalanche diodes and transistors, tunnel diodes, L.\1P ATT diodes,15 
and Gunn-effect diodes.16 The paper on Il\1PATT diodes by K~ D. 
Smith15 is a particularly good description of this device and of the 
general properties of such negative resistances. As the physical dimen
sions are reduced, the parasitic reactances are reduced and the device 
can show a negative resistance at higher frequencies. The L\1P ATT 
and Gunn-effect diodes differ from the others in that they show a 
negative resistance only in a narrow frequency band, depending on 
their sizes. 

Other sources of negative resistance are made by combining several 
devices such as two vacuum tubes or two transistors and, in this form, 
they are often called negative-impedance convertersY Vacuum tubes 
were used in the first E-type negative-impedance repeaters and 
transistors in the latest ones and also in the work described below. 
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When negative resistances are made in this way, the opportunity 
exists of modifying the variations of the negative resistance with 
frequency and/or current by adding passive circuit elements to the 
configuration in order to serve particular needs. They also can be 
made in integrated-circuit form for small size. 

V. GENERAL PROPERTIES OF TRANSMISSION LINES WITH 
NEGATIVE-RESISTANCE LUMPS ADDED PERIODICALLY 

It was shown in Section IV how a negative-resistance device supplies 
energy at signal frequencies to circuits in which it is connected, acting 
as if it cancelled the effect of positive resistance in the same circuit. 
Hence, it is natural to think of this as a way to reduce the attenuation 
of a transmission line. This is not a new idea. It was mentioned as a 
possibility in the 1919 repeater paper4 referred to above. The term 
booster was applied to negative-impedance devices used in this way 
in that paper and also in another.I2 This name was revived by IVleacham 
in his negative-impedance work. IS In quite a bit of the literature, the 
process of adding negative impedances to a transmission line is called 
negative-impedance loading, drawing a parallel to the familiar practice 
of coil loading. The term boosting seems to the author to be a better 
description of the process and will be used here. 

This section deals with some of the general properties of negative
impedance-boosted (NIB) lines. This will be done without reference 
to any particular form of negative impedance, as far as is possible. 
However, to discuss the particular shapes of the resulting transmission 
curves or the particular details of stability, it is necessary to completely 
specify the properties of the negative impedance used. It is a fact also 
that whether or not the general idea of boosting is attractive may 
depend on the existence of a booster with certain properties. Thus, 
while the possibility of using boosters to overcome attenuation was 
recognized in the Jewett paper4 of 1919, as mentioned above, no very 
suitable devices were available then. 

5.1 Coupling negative impedance into the line 

The simplest method of utilizing negative-impedance boosters 
(NIB) in a line is to connect the series-type units in series with both 
wires of the line and uniformly spaced along it, as shown in Fig. 3. 
In this form, the boosters are simply two terminal devices through 
which the line currents flow. A direct current, which flows through 
boosters and line along with signal currents, supplies the necessary 
energy to the boosters. The unit may consist of a single special element 
or a combination of several circuit elements. Experimental versions of 

NEGATIVE-IMPEDANCE UNITS 1855 



NEGATIVE - IMPEDANCE-
BOOSTER UNITS 

" .. I , ,,/ I , 
D o[J I D D 0 0 0 

, 
0 c 

I 
I 

/ 
;'/ 

0 D 0 0 G 0 LJu 0 D 0 

Fig, 3-A NIB line made by the periodic series insertion of negative-impedance 
units into a transmission line. 

the latter arrangement have been made very small in size using hybrid 
integrated-circuit techniques. In the E-type negative-impedance 
repeaters,19.20 transformers are used to couple the boosters into the 
line, and these repeaters are used only at central offices. Thus, the 
manner of using negative-impedance boosters is quite different from 
the manner of using unilateral amplifiers. 

While most of the descriptions in this paper are in terms of boosters 
added in series with the line, reduction of attenuation may be obtained 
also by adding suitable negative resistances in shunt to the line. Or a 
combined series and shunt connection may be used. In the latter 
circumstance, the combination booster may be made to present to the 
line an impedance that approximates the characteristic impedance 
of the line. This has been done in some of the E-type negative-imped
ance repeaters21 discussed in Section 6.3. Reflections in this case are 
small and the behavior of the line in this respect is more like one 
equipped with conventional repeaters. 

5.2 Bilateral transmission 

As may be seen from the discussion about Fig. 2c in the previous 
section, the performance of the negative resistance is just the same 
whether generator e is on the right or the left. And so another general 
property of boosted-transmission lines is that transmission over the 
line is bilateral and symmetrical, as it is for the uniform nonboosted 
line. However, this is true only over a certain range of current through 
the line, i.e., the range within which the booster presents a negative 
resistance, as shown in Fig. 2. This property exhibits a fundamental 
difference between the negative-resistance energy-conversion device 
and the unilateral-amplifier energy-conversion device. 

5.3 Necessity of using lumps of negative resistance 

If the negative resistance could be added in infinitesimal bits of 
ohms, the line resistance would be neutralized continuously and an 
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ideal line with propagation constant jw{W and image impedance 

-VLjC would result. But, for the present at least, negative resistance 
is available only in sizable finite lumps and so this is what must be 
used. There are several consequences. First, adding lumps of negative 
resistance does not yield the same propagation constants and image 
impedance that adding the same total amount of negative resistance 
continuously does. Formulas are given in Section 5.5 below. Second, 
the added lumps cause reflections, the effects of which are described 
in Section 5.4. Third, the consideration of even very small lumps of 
pure negative resistance is nonphysical, since this implies an infinite 
energy source to supply the infinite band of frequencies. Of course, 
parasitic reactances in real devices prevent this conceptual difficulty 
from arising in practice. But there is a further restriction. In Section 
5.9, it may be seen that, because of transmission-line properties, the 
negative resistance must be reduced as frequency increases to avoid 
instability. 

5.4 Reflection effects and cutoff frequency 

The addition of these lumps of negative resistance to the line 
introduces reflections, because each negative resistance presents a 
discontinuity to traveling waves and so each is a source of reflections. 
But, as shown by G. A. Campbell in the case of added series induct
ance,3 if the added series impedances are spaced uniformly, the sum of 
all the reflections is zero up to a certain cutoff frequency. This cutoff 
occurs at the frequency for which the spacing of the added impedances 
is one-half wavelength of the boosted line. Thus, an infinitely long 
boosted line behaves like a smooth line up to the cutoff frequency. 
Another consequence of the process is that the cutoff frequency is 
related in an inverse way to the spacing of the added impedances, as 
shown in Fig. 4. More detailed relations are given in Ref. 22. 

Another general property, then, is that a boosted line has a cutoff 
frequency because of the reflections introduced by the boosters and 
that this cutoff is related to the spacing between boosters in a more or 
less inverse way, and that up to the cutoff, all the reflections cancel 
so that the line looks like a smooth line for these frequencies. 

5.5 Propagation formulas for NIB lines 

Adding circuit elements in finite lumps to an otherwise uniform 
transmission line results in a line with different properties than one to 
which the same total amount of elements has been added continuously. 
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Fig. 5-Two forms of NIB line sections with equivalent circuits and image im
pedances. ZL is the total impedance of a pair of NIB units. 
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The formulas for propagation constant and characteristic impedance of 
a uniform line cannot be modified by replacing the old element value 
with a new average value. The method used to derive formulas for the 
boosted line was first suggested by Campbell,3 in his calculations on 
the addition of loading coils. l'vIany of the formulas appear in un
published notes written around 1940 by Bullington23 and around 1950 
by Van Wynen,24 both of Bell Laboratories. To obtain these formulas, 
the appropriate line sections are combined with the negative-impedance 
unit Z L in either of two ways shown in Fig. 5 and an equivalent T or 
7r network derived. These complete NIB sections, in either of the two 
forms, may then be cascaded to form a NIB line of the desired length. 
The midsection and midbooster image impedances of the boosted 
line are 

and 

where 

msZIT = Zne~ZA/ZB 

mbZIl = !~ZAZn, 

ZA = 2Zse + ZL 

ZB = 2Zoe + ZL, 

and Zse and Zoe are the short- and open-circuit impedances of one-half 
a line section and Z L is the booster impedance, as indicated on Fig. 5. 
The propagation factor per section of the boosted line, P, is given by 

Another method of analysis, used in the work of A. L. Hopper,22 is to 
represent each of the three cascaded parts of the NIB section by a 
matrix. The A form transmission matrix for the half-section of line is 

(

cosh P 
111 line = sinh P 

Zo 

Zo sinh P) 
cosh P , 

where P is the propagation factor for the half-section of line and Zo is 
its characteristic impedance. The matrix for the series booster is 

(
1 ZL) 111 booster = 0 1 . 

By multiplication of the three appropriate matrices, a new matrix 
for the full NIB section of Fig. 5a is found. The elements of this new A 
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matrix are 

All = cosh 2p + ~ ~: sinh 2p = cosh P 

A12 = Zo sinh 2p + ZL cosh2p = ZH sinh P 

A sinh 2p + Z L • h2 sinh P 
21 = ~ sIn p = ---

Zo Zo ZH 

A22 = All. 

Here, 2p is the propagation factor for the full section of line only. 
In the final column above, the matrix elements are expressed in terms 
of the parameters of the full boosted section, P being the propagation 
factor and ZH the image impedance. These may be calculated from 
the matrix coefficients. By multiplying in sequence n matrices of the 
last form, the equivalent transmission matrix of a cascade of n NIB 
sections may be obtained and its properties determined. 

5.6 Image impedance 

Another general property of boosted lines is that the image imped
ance is fairly close to being resistive and fairly close to being flat with 
frequency. This property is described best by the curves of Fig. 6 
computed for the particular realization of negative impedance devised 
by L. A. l\1eacham and described in more detail below in Section VII. 
The parameter RNET or ~r is introduced here. It is the sum of line 
resistance plus booster resistance, at very low frequencies, per section 
or per mile or for a whole line, as designated. The figure shows the 
image impedance ZH for a particular NIB line configuration along 
with the Z 0 of the nonboosted line. While Z H is smaller than Z 0 over 
much of the frequency range, it is not as small as ~L/C, which it would 
be if the negative resistance had been added continuously. However, 
its property of being fairly close to resistive and flat with frequency is 
a great improvement over the Zo of nonboosted lines. Its smaller 
magnitude reduces crosstalk considerably. 

As will be seen in Section 5.10, the image impedance at very low 
frequencies may not be just as shown in Fig. 6. The frequency scale 
would have to be considerably expanded to show this. 

5.i iransmission properUes 

5.7.1 Infinite line 

The next general property (related to the previous one, of course) 
is that the transmission characteristics of the boosted line are much 
better than those of the nonboosted line. As mentioned above, the shape 
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booster spacing. Parameter t:!.r is the net resistance at very low frequencies per section 
of NIB line. The characteristic impedance Zo of the line before the insertion of NIB 
units is also shown. 

of these characteristics may be chosen by adjustment of the booster 
parameters. When the choice is for as flat an attenuation curve as 
possible, the two parts of the propagation constant are plotted in 
Figs. 7, 8, and 9 for the same particular line configuration used to 
describe ZH, along with propagation of the nonboosted line. 
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Fig. 7-Attenuation vs frequency for a NIB line and the uniform nonboosted line. 

To further highlight the transmission properties of boosted lines, a 
comparison with coil-loaded lines is made. The boosting process 
is a much more powerful one because it adds energy at signal fre
quencies. In a coil-loaded line, the reduction in attenuation is directly 
rf~latp.d to thp. amount of inductance added. Hence, reduction in loss 
is related to cutoff frequency and spacing because of the relation 
between these two and inductance. In the boosted line, the attenuation 
reduction can be varied by means of the parameter 6.r, independently 
of the booster spacing and cutoff frequency. The relation between 
these two latter parameters is shown in Fig. 4. 
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The comparatively sharp cutoff of the coil-loaded line is accompanied 
by large phase distortion, roughly 10 or more times that of the boosted 
line. The curves of Fig. 9 show that the phase velocity for coil-loaded 
lines is very low while that of NIB lines is high. However, the introduc
tion of coil loading has been very beneficial in improving and extending 
the telephone plant. 

5.7.2 Finite lines 

All the discussion so far has been in terms of the properties of the 
infinite line. These can be approached in the finite line if the termina
tions are close to the image impedance, otherwise there are differences. 
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We saw above that all the reflections from the NIB units cancel in the 
infinite line. But when the terminations of a finite line differ from the 
image impedance, all these reflections no longer cancel and the inpuL 
impedance of such a line is not smooth like the Z H curves. There will 
be one ripple for each boosting point and the magnitude of the ripples 
will be directly related to the magnitude of the difference between the 
actual termination and the image impedance. The same applies to the 
insertion-loss curves. 
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An example of this effect and of the performance of a NIB line of 
finite length having resistance terminations, which are simple approxi
mations to the image impedance but not the best, is given in Fig. 10. 
It should be noticed that the spacing of NIB units and, hence, the 
frequency band for this line are not the same as in Figs. 6, 7, 8, and 9. 
Where it is desired to have the return loss as high as possible, a better 
approximation to the image impedance should be made. See Section 
6.2 for a possible method. 

The ripples in the transmission curves are considerably larger when 
the line ends with half-NIB units rather than half-line sections as in 
Fig. 10. 

5.8 Limit of gain 

Another general property of boosted lines, in common with all 
circuits to which negative resistance or gain is added, is the possibility 
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of self-oscillation, or instability. While, under certain conditions of 
termination, a small amount of insertion gain may be introduced by a 
boosted line, in most applications, the boosters should go no further 
than to cancel, or nearly cancel, the line losses in order to maintain 
stability, as suggested in Section IV. How closely this limit can be 
approached depends largely on the line terminations and on the margin 
against instability in the infinite line used in the choice of booster 
parameters. A similar limitation exists for a uniform line equipped with 
unilateral amplifiers when provision is made for two-way transmission. 
A net loss of zero can be approached as all reflections from imperfect 
terminations approach zero. Of course, a one-way transmission line 
can, in principle, have as high a gain as desired if terminations are 
perfect and there are no return paths for the signal. In some ways the 
NIB line is like the transmission portion of a four-wire repeatered line 
in which the overall net loss is near zero. The complex subj ect of 
stability of NIB lines will be dealt with in more detail in Section 5.10, 
below. 

5.9 Restriction on the shape of negative resistance vs frequency 

There is a further restriction on finite lumps of negative resistance 
used as boosters at finite spacings in a transmission line. If the total 
amount of negative resistance added to a line approximately cancels 
the series resistance of the line wires at low frequencies, then the 
magnitudes of the negative resistances must be reduced at higher 
frequencies to avoid self-oscillation. This is a consequence of the wide 
range of impedances that a finite length of transmission line can 
present for various frequencies and terminations. How the restriction 
arises will be seen in the next part. If the reduction of negative resist
ance at higher frequencies is made with careful consideration, the 
transmission characteristics can be shaped in a number of desirable 
ways, and stability is achieved. This will be discussed below in the 
sections on particular realization. Incidently, another consequence of 
the wide range of line impedances is that a series negative resistance, 
often referred to as open-circuit stable, can cause instability in an 
open-circuited transmission line. 

5.10 Stability in NIB lines 

When lumped negative impedances are inserted into a transmission 
line periodically, self-oscillation can occur; that is, the line can be 
unstable. While it is the presence of the negative impedances that 
brings about the possibility of instability, it is pointless to try to talk 
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about the stability of the negative impedances. What needs to be 
investigated is the whole circuit since, with the same negative im
pedance unit, stability will exist for some values of connected passive 
elements and instability for others. 

5.10.1 Infinite line 

First consider the infinite line with uniformly spaced NIB units 
since this is simpler to deal with than the finite terminated line and 
also is the initial condition from which the latter is derived. The 
following material is presented as reasonable description rather than 
precise, rigorous analysis. 

The boosted line is characterized by a propagation constant and 
image impedances. The two principal image impedances, as with 
coil-loaded lines, are the midsection one, msZ H, and the midbooster 
one, mbZH , as indicated in Fig. 11. Calculation and measurement of 
boosted lines show that when the negative resistances nearly cancel 
the line resistance, msZ H becomes very large and mbZ H becomes very 
small near the frequency for which the spacing between NIB units 
is one-half wavelength. This is illustrated in Fig. 12. The line impedance 
will have values intermediate between these extremes at other points 
of the section. Also, all sections will be alike in this because of the 
assumed uniformity. Since the midbooster image impedance can 
become very small, it appears to be a likely parameter to consider in 
investigating the stability of the line. To carry this out, imagine that, 
as indicated in Fig. 11, a booster has been divided into two equal parts 
and separated so that a generator e can be inserted into the line there. 
The current that flows at this point will be 

i = e/(2mbZH ). 

This would be the same at anyone of the boosters because of the 

i = e /2ZH 
2mbZH 

II S .. 
I 

I 
/'2 112 -----L.. 

ZL ..-L ZL ZL 
ZL 

I msZH 

Fig. ll-Representation of NIB line for studying stability. S is space between 
NIB units of impedance ZL as in Fig. 5. 
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uniformity. As shown in Section 5.5 above, the midbooster image 
impedance may be calculated from the formula 

where 

mbZH = l~ZAZB' 

ZA = 2Zsc + ZL 

ZB = 2Zoc + ZL, 

and where Zsc and Zoc are the impedances of one-half section of line 
that has been short-circuited then open-circuited at the far end, 
and Z L is the impedance of the NIB unit. Thus, ZA is the impedance 
seen looking in at the test point of Fig. 11 when the two adjacent 
midsection points are shorted and ZB is the impedance seen when they 
are opened. 
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The irrational nature of ZH makes it difficult to analyze in the usual 
way. However, if ZII becomes zero under certain circumstances, we 
can be fairly sure that instability will accompany those circumstances. 
First consider separately ZA and ZB as plotted in Figs. 13 and 14 
from calculations of a particular NIB line. In each of these is a separate 
enlarged plot of the region near ZA = ° and ZB = 0. Only in these 
enlarged plots do the differences caused by giving Llr the three values, 
-1.0,0.0, and + 1.0, show up. But these differences are very significant 
for the question of stability. Extensions of these plots for negative 
frequencies would yield mirror images of the curves actually plotted 
reflected about the resistance axis. In the case of ZA, it is seen that the 
curve extends into quadrants II and III to the left of the origin, that 
is, into the region of negative resistance, at very low frequencies when 
Llr < 0, and otherwise stays in the region of positive resistance. The 
curve of ZB extends into quadrants II and III to the left of the origin 
for frequencies near 17.6 kHz when Llr < 0. 
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Fig. 13-Reactance vs resistance plot of impedance ZA as frequency varies. ZL 
is impedance of a pair of NIB units and Zsc is the open circuit impedance of a half 
section of uniform line. 
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Thus, when t::.r < 0, the product ZAZB can be zero at very low 
frequencies by means of ZA and at a considerably higher frequency by 
means of ZB. The latter is responsible for the zero at 17.6 kHz in 
mbZH , shown in Fig. 12, and arises through a resonance of the reactance 
of the booster and that of the open-circuit section of line. It is im
possible to show the effects of the zero in ZA on ZAZB in Fig. 12 because 
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x 

Fig. 15-Reactance vs resistance plots of ZB and Zoe. 

of the very low frequencies (see Fig. 13) at which they occur. Plots of 
the impedance ZH = !~ZAZB similar to those of Figs. 13 and 14 
touch the origin at a very low frequency or loop around it at the zero 
in ZB when Ar < O. A lumped network, whose impedance may be 
expressed as a rational function of complex frequency s, would have a 
similar plot looping around or touching the origin if one of its roots 
occurred at a complex frequency with positive real part. In these 
circumstances the network is unstable. From this we may infer that 
the NIB line can be unstable in the two ways shown when Ar < O. 
The way involving Z B depends on other circumstances as well. The 
booster parameters for Figs. 13 and 14 were chosen with respect to the 
line parameters so that a just-stable condition exists for Ar = O. If 
these parameters were different, e.g., for a larger time constant in the 
booster, Ar could be negative by a limited amount without instability 
at the higher frequency. There is no qualification about the zero 
through ZA. This always arises in the infinite line for Ar < O. 

N ow we may see why the lumps of negative resistance must be 
reduced with increasing frequency to avoid instability. Consider 
the X vs R diagram of Fig. 15 in which Z Band 2Zoc are plotted. 
If the booster impedance Z L is a pure resistance, - R L, which cancels 
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all the line resistance, the diagram for Z B would be that at the left 
which loops around the origin and would be unstable as we have 
seen. But if the negative resistance component of Z L is reduced in 
magnitude as frequency increases, we may obtain the ZB curve shown 
in the middle, which is just stable. RB must be positive where X B = o. 
Reducing I RL I for this purpose may be done in such a way as to also 
shape the transmission properties of the NIB section in some desirable 
way, as indicated above. 

These conditions may be summarized by the diagrams of Fig. 16, 
which are sketches made from calculated values of ZAZB but are not 
plots of actual data. In the top diagram, two conditions, fj,r < 0 and 
fj,r > 0, are shown, but the booster capacitance is sufficiently large that 
a zero in Z B does not occur. In the bottom left diagram, the same two 
conditions are shown, but here the booster capacitance is sufficiently 
small that the zero in ZB occurs even when fj,r > O. In the bottom right 
diagram, no zero occurs even though RB may be negative at some 
frequencies. These diagrams may be interpreted as Nyquist diagrams 
for testing the stability of impedances,23,25 as the encirclements of the 

F = 0 

RA < 0 
1 ZERO, 360° ENCIRCLEMENT, RA < 0 

0° ENCI RCLEMENT, RA > 0 

F=O! 

/ 
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I 
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-- ....... , 
" , 

\ 
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Fig. 16-Nyquist plots of Zk. 
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origin in the various cases agree or not with the rules for stability, as 
noted. Only the positive frequency parts of the plots are shown in the 
diagrams for simplicity. 

It can be realized from Figs. 13 and 14 that whether or not a zero 
occurs in Z B depends on the details of the booster involved and cannot 
be determined in general circumstances. 

While the above discussion of stability in the infinite NIB line is not 
a rigorous mathematical one, it is the result of much study, calculation, 
and experiment and is believed to be a good description of the situation. 
These conclusions are also in agreement with a computer investi
gation of the nature of the roots of the input impedance of a NIB 
section in which the line was approximated by a rational network and 
the section terminated in various ways. 

5.10.2 Finite line 

The stability of a NIB line consisting of a finite number of sections 
is considerably more complicated than the stability of the infinite 
line because the terminations (if different from ZH) must be considered 
also. Because details of the configuration of line and booster, as well 
as the terminations, are important in these problems, they are more 
appropriately discussed in connection with particular arrangements. 
Two particular situations will be described briefly here. 

The extreme condition for line stability with any passive termina
tions whatsoever requires that 

(Ril - Ri2) > 0 for all frequencies. 

In this, Ru and R12 are the real parts of Zn and Z12, the impedance 
parameters of the matrix for the cascade of NIB sections under 
consideration. This condition, first derived by Gewertz,26 has also 
been derived by Llewellyn27 and others. A simple neat derivation is 
given by Walter H. KU. 28 To satisfy this condition, the net resistance, 
Llr, of line and booster must be fairly positive. Thus, what has some
times been a goal in NIB work, namely, a line with zero net loss and 
stable for all terminations, is an impossibility. Of course, we cannot 
expect a line equipped with 22-type repeaters to be stable at zero net 
loss for all terminations either. 

On the other hand, when resistance terminations near the low
frequency magnitude of ZH are used, the line can be stable even when 
the net resistance, Llr, is negative. This is illustrated in Fig. 17, which 
shows some stability relations for a four-section NIB line. A number 
of other configurations and numbers of sections have been studied, but 
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Fig. 17-Boundary curves between stability and potential instability in finite 
NIB lines terminated with resistance. 

only this one is presented here. In this figure, the ordinate is the net 
resistance tlr per section of line, as already discussed, and the abscissa 
is the resistance R (normalized) which terminates the line. The two 
parts of the solid curve A would meet if more negative values of Ar 
had been plotted. For values of Ar and R that lie above this curve, the 
input resistance of the line is positive at all frequencies; below it the 
input resistance is negative at some frequency. This curve is, thus, a 
boundary between stability above and potential instability below. 
Instability will exist in fact if, in addition, the input reactance is zero, 
or if it is cancelled by external reactance at the frequency for which 
the input resistance is negative. The dashed line at the top of the figure 
indicates the value of tlr necessary for the line to be stable for any 
termination. The worst termination is a reactance. If some resistance 
1l is added to this worst reactance, the dashed boundary curve B is 
obtained, separating stability (above) from potential instability 
(below). Above the dashed line near the middle of the figure, the NIB 
line is stable for any resistance termination. 

While the curves of Fig. 17 were obtained by means of a rather 
elaborate computing process, they were verified on a laboratory setup. 
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Additional verification was obtained from a different computing 
process. The two-line sections of a single-section NIB line were ap
proximated by lumped-element networks. Then the roots of the 
characteristic equation of the whole NIB line section, including 
termination, were found. The conditions of instability or stability, as 
determined from the nature of these roots, was in agreement with those 
corresponding to Fig. 17. 

It is seen from this figure that, for a small range of terminating 
resistance, stability prevails even for negative values of the net 
resistance Llr. However, as the number of sections in the line increases, 
the amount of negative Llr that can be tolerated becomes smaller, 
approaching none for the infinite line, as already determined. Actually, 
for a line of 16 sections, Llr cannot be Jess than zero. 

The boundary curve A of Fig. 17 is one section of a boundary 
surface over the half-plane of a general terminating impedance. 

I t should be noted that the Llr = 0 dividing line discussed here is a 
result of other NIB parameters having been chosen so that line attenua
tion is zero and as flat as possible over the appropriate frequency band. 
If these other NIB parameters had been chosen in other ways, the 
dividing line could have been at some positive or negative value of Llr. 

The NIB configuration in which the line ends with half-NIB units 
instead of half-line sections requires a considerably higher value of 
Llr for the same degree of stability. 

5.11 Determining the booster impedance ZL 

Two methods that have been used in determining the required 
booster impedance Z L are described briefly. 

The first method was originally described by K. Bullington,23 and is 
a calculation made to determine the booster impedance Z L that will 
give some desired propagation factor P. This may be done using the 
A 11 matrix coefficient for one NIB section given in Section 5.5, above. 
If the two forms of this coefficient are equated and solved for Z L, 

we get 
Z L = 2 (Z 0/ sinh 2p) (cosh P - cosh 2p), 

where 2p and P are the propagation factors for one section of plain line 
and boosted line, respectively. 

Then a network which approximates the computed impedance Z L 

as closely as possible is devised. This may be done formally, by using 
a "negative-impedance converter," as indicated by John LinvilP7 and 
others, to convert a positive impedance, - ZL, into the negative im-
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pedance, Z L. Or it may happen that a large part of Z L is supplied by 
some special device and only an additional "trimming" network is 
needed. Small differences between the real network and the calculated 
Z L can result in stability problems. These should be investigated with 
the real network. 

The second method is to take a particular network configuration 
having a negative resistance and vary its parameters and/or add some 
trimming elements to get desired transmission properties and stability 
for the resulting NIB line. 

The calculated performance curves shown in Figs. 6, 7, 8, and 9 
were obtained from NIB sections derived by the second method using 
the booster circuit (Fig. 23) devised by L. A. lVIeacham.18 Two of these 
curves are replotted in Fig. 18. 

To compare with these, one example using the first method is given 
also. For this, the third-degree maximally flat characteristic was taken 
as the desired transmission curve. If this is expressed in complex 
frequency form, i.e., 

Y = 1 + 28 + 282 + 83
, 
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Fig. I8-Attenuation and phase curves resulting from two forms of NIB units in 
NIB lines. 
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then compatible amplitude and phase curves are realized. The transmis
sion curves for the NIB section designed in this way are shown in Fig. 
18, designated maximally flat. 

Curves, XL VS R L , describing the negative impedances Z L, derived 
in the two ways, are plotted in Fig. 19. 

A good computer program is essential to the successful use of either 
method. How these two methods have been used in actual work will 
be mentioned in the section on history, which follows. 

5.12 pulse transmission 

In the transmission curves of Fig. 18 for the l\1eacham unit, the 
booster parameters were chosen so that the attenuation curve of the 
NIB line would be as flat as possible. The parameters can also be 
chosen so that the phase curve of the line is as linear as possible. This 
makes for a minimum of distortion in pulse transmission as indicated 
in oscillograms shown in Ref. 18. Photographs of pulse waveforms 
received through NIB lines formed in both of these ways are shown 
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in Fig. 24. NIB parameters were chosen for flat attenuation for 
Fig. 24a and b and for the linear phase in Fig. 24c and d. 

5.13 Temperature compensation 

In most transmission lines, it is desirable that compensation be 
made for the variation in attenuation caused by temperature varia
tions. Several methods have been tried. When the NIB unit is the 
lVleacham one, the compensation may be accomplished quite readily 
in many situations, as mentioned in Ref. 18, by using a tempera
ture-sensitive resistor as a part of one of the NIB resistors. This 
method is particularly simple and effective for underground cable 
when the temperature-sensitive resistor can be underground also at 
essentially the same temperature as the cable. 

5.14 Interference susceptibility 

One problem which may arise with the use of NIB lines, especially 
when series units are used, is that of interference currents. Even if the 
line is well balanced so that longitudinal-induced interfering currents 
do not appear in the metallic path, they must pass through the negative
impedance units. If these currents are large compared with the signal 
current, they may carry the total current beyond the negative-im
pedance region of the unit and so cause distortion in the signal (see 
Fig. 2). To avoid this, a much larger current capacity in the NIB 
unit than would be necessary for the signal alone must be provided, 
or operation in a region of high interference must be avoided. 

VI. HISTORY OF NEGATIVE-IMPEDANCE BOOSTING 

6.1 Crisson 

It was mentioned above that the possibility of using negative
resistance boosters to reduce the attenuation of transmission lines 
was recognized before 1919.4 But the first theoretical and experimental 
consideration of the use of such boosters in telephone lines was de
scribed by Crisson in his 1931 paper in The Bell System Technical 
J ournal. 12 However, it is believed that this consideration was of the 
occasional or single addition of a negative-resistance unit to a line 
rather than of their periodic addition. 23 

6.2 Bullington and Edwards 

The first appearance of the concept of introducing lumps of negative 
resistance periodically into a line to obtain a new "uniform" line with 
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desirable transmission properties seems to be in the work of K. Bulling
ton23 in 1940 and 1941. This effort was stimulated partly by the avail
ability of a quite small thermistor unit which had a negative-resistance 
region in its voltage-current curve in the audio-frequency range. At 
that time, it was recognized that the use of a net negative resistance 
at all frequencies would cause instability. However, it was also thought 
that if each negative-impedance section could meet the Nyquist 
stability requirement for impedances (see Refs. 23 and 25, and Fig. 
19), any desired number of such sections could be connected in tan
dem with overall stability. While these point contact units were 
mechanically fragile, a stable net gain of 2 to 3 dB over the frequency 
range of 200 to over 3000 Hz was demonstrated on a 54,000-foot 
section of 19-9auge cable pair. Five negative-impedance series-type 
units were inserted at 12,000-foot intervals with 3000-foot end sections. 
The application intended was for voice-frequency toll circuits. Con
siderable analyses were made23 that are quite complete and very 
readable. The discussion covers several of the general properties of 
Section V, particularly Sections 5.4, 5.5, 5.6, 5.7, and 5.10, that is, 
reflection effects and cutoff, propagation formulas, image impedance, 
and stability. The first method (see Section 5.11) of choosing the 
booster impedance Z L was used, assuming zero loss and linear phase 
in the transmission band for a start. The thermistor impedance pro
vided a negative resistance that decreased with frequency and also a 
positive reactance. Both of these were a maj or part of the desired Z L. 

The remainder was made up by a simple added network. 
An interesting suggestion, which does not seem to have been at

tempted, was made by Bullington for the termination of finite NIB 
lines. His calculations indicated that if the line were ended with 
0.7-line sections instead of 0.5-line sections, the correct terminating 
impedance would be a very nearly constant resistance plus an induct
ance, which would be simpler to construct than the image impedance, 
particularly near the cutoff frequency. This particular project was 
ended by the more pressing demands of World War II. 

6.3 Merrill and the E repeater 

The next stage of effort produced the first E-type negative impedance 
repeaters, in the development of which the work of J. L. l\1errill, 
Jr.19 •20 occupies a large part. l\1errill had done some work before the 
war in pursuing the work begun by Crisson. As a part of this effort, 
the analysis of K. G. Van Wynen, referred to above,24 dealt with the 
impedance and transmission properties of networks equivalent to the 
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boosted sections. While the use of an E repeater introduces a negative 
resistance in series with the line to reduce its loss, the concept of use 
is quite different from that of a line with a considerable number of 
negative-impedance units added periodically along its length. The E 
repeaters are used only in central offices and usually with only one or 
two in a given line. Hence, they disturb the uniformity of the line and 
cause reflections. However, the latest versions of these repeaters have 
been installed at a great rate and are filling a real need in making gain 
available for the trunks of the exchange plant. One of the important 
factors in the simplicity of the use of E repeaters is that the dc con
tinuity of the circuit is maintained and so dc and very-low-frequency 
signaling currents go through without rearrangement or new apparatus. 
Also, if the repeater fails, the unrepeatered line is still available. How 
this comes about may be seen from Fig. 20 which shows a block 
diagram of the E1 series repeater and how it is connected. The negative 
impedance is coupled into both conductors of the line by means of the 
transformer. The negative impedance is generated by a device called 
a negative-impedance converter which, when a passive impedance Zn 
is connected to two of its terminals, presents an impedance of approxi
mately - Z n at its other two terminals. The "simplicity" factor 
mentioned above emphasizes the fact that one of the principal differ
ences between conventional amplifying and the use of negative resist
ance lies in the manner in which the source of energy replenishment 
for the signal is coupled into the line. 

The first model of the E repeaters, the E1, was introduced in 1948.19 

The converter used a twin triode vacuum tube with positive feedback 
coupling, and the Zn network could be adjusted for various amounts 
of negative impedance, or loss reduction. The repeater can be used in 
coil-loaded lines or nonloaded lines. 

LINE 

--------~~~-------
Fig. 20-Method of coupling E-type negative-impedance repeater into trans

mission line. 
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Fig. 21-Equivalent circuits for E-type negative-impedance repeaters. 

As discussed above, the introduction of these impedance lumps into 
a line causes reflections or echoes when the same line Zo termination 
is retained. Hence, the principal use of E1 repeaters has been in 
interoffice trunks rather than in toll trunks, where, because of the 
longer delays involved, echoes can be much more objectionable. 
Where there is only one repeater in the line, as in the majority of these 
cases, the amount of gain and the amount of reflection are directly 
proportional to the magnitude of the negative resistance used. 

As mentioned above, if series and shunt negative impedances of 
appropriate magnitude are combined properly, not only will losses be 
reduced, but the characteristic impedance of the line may be matched 
approximately. This was done in the E23 repeater20 to obtain much 
smaller reflections than those that accompany the E1 repeater, and 
so be usable in toll-connecting trunks. This process is indicated in the 
diagrams of Fig. 21 taken from Ref. 20. It shows how the negative
impedance repeater cancels a part of the line loss leaving a residual 
propagation factor of £X2 + j{32, while also matching the characteristic 
impedance Zo of the line. It also shows that by means of the bridged-T 
structure, only two instead of three negative-impedance units need be 
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built, and how the two are proportioned. The coils provide coupling 
into the line as well as being part of the bridged-T structure. 

A recent version of the E repeaters, the E6, is like the E23 in that 
it matches the line, but it is different in some other respects. 21 It was 
introduced about 1960. It uses transistors instead of vacuum tubes in 
the basic converter circuit devised by R. L. Wallace and J. G. LinvillY 
In the physical embodiment, the amount of negative resistance, or 
gain, adjustment is separated from the line impedance-matching 
function to simplify the operation of the repeaters. 

The question may be asked, since two amplifiers are used to generate 
the two negative impedances, why not use them to make a 22-type 
repeater? There seems to be no simple direct answer to this question. 
In some situations or at some times, one of the methods may provide 
an advantage over the other and vice versa. For example, when a 
simple way of providing continuity for dc signaling along with gain 
is needed, there is an advantage in using a negative-impedance re
peater. The advantage may lie with the 22-type repeater in other 
circumstances. 

The E repeaters provide a simple way to add small amounts of gain 
to exchange trunks. But in their present conception, they do not 
provide the broad possibilities that can be envisioned with the use of 
periodically added negative impedances to obtain various desirable 
transmission characteristics. 

6.4 Schott and Wallace 

During the period 1953 to 1956, L. O. Schott did some design and 
experimental work on NIB lines. Two particular situations were 
considered. In the first, six negative-impedance units were spaced 
one-third mile apart in 22-gauge cable to give a signal band from about 
7 kHz to 100 kHz for possible carrier applications. The negative
impedance unit shown in Fig. 22a was similar in form to the E1 
repeater, but with the converter using the transistor circuit of LinvillY 

A considerably different negative-impedance-unit circuit, Fig. 22b, 
suggested by R. L. Wallace, was used in the second situation. Instead 
of the two like transistors used earlier, one npn, and one pnp were used 
in the new arrangement. vVith Lhis change, the coupling transformer 
was eliminated and the current for pmvering the unit allowed to flow 
through the line and units in series. While this requires two units, one 
for each conductor, it brings a great simplification to the circuit with 
the opportunity for miniaturization. These units were applied to six 
3900-foot sections of 32-gauge cable, providing a transmitting band 

1882 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1974 



LINE LINE 

(a) (b) r 
Fig. 22-Circuit diagrams for two negative-impedance converters: (a) Linvill 

circuit, and (b) Wallace-Schott circuit. 

from 0.1 kHz to 7.5 kHz. The RLC network in series with the unit was 
added to provide a margin against instability. 

6.5 Hath and Ross 

During the period from about 1954 to 1957, a study in considerable 
detail was made by D. F. Hoth and W. L. Ross concerning the possi
bility of using negative-impedance boosting to provide gain in exchange 
trunks. Their main conclusion was that, though their complete experi
mental NIB system operated successfully and appeared to offer small 
cost savings, the E repeaters for voice and the T1 system for .carrier 
seemed to hold more promise in the exchange trunk area. This con
clusion appears to have been influenced, in part at least, by some 
unsatisfactory aspects of the negative-impedance unit used. 

This unit was an avalanche transistor with one resistor and one 
capacitor connected externally. The negative resistance is generated 
by the avalanche discharge process within the transistor and is the 
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series type. Some of the unsatisfactory properties were lack of uni
formity of the transistors, nonlinearity of the negative resistance 
developed, and comparatively high voltage required at each unit. 

A real system was set up consisting of three 9000-foot sections of 
26-gauge cable, with provision being made for signaling, powering, 
and matching of the line to office impedance. The line had an image 
impedance of about 300 ohms and a sharp cutoff near 8 kHz. The low 
image impedance is a distinct advantage for reduced crosstalk. Regu
lation of net loss was by means of a 40-Hz pilot tone. The change of 
amplitude of this tone in response to cable-temperature change was 
used to shift the dc line current, which in turn would change the amount 
of negative resistance because of the nonlinearity of the NIB units. 

The shape of the booster impedance Z L was chosen by the first 
method described in Section 5.11 and the actual unit made to approxi
mate this fairly well over the transmission band. Instead of giving 
each NIB section sufficient loss so that the system would be stable 
with any passive termination, they designed the sections for zero net 
loss and then put terminating networks at each end so that the system 
was stable for any passive termination beyond these networks. This is 
equivalent to restricting the termination of the actual NIB sections 
to lie in a certain impedance range. 

Considerable analysis was done on the problem of stability, partic
ularly on the conditions required for stability with any passive termi
nation. 

6.6 Other projects and general comments 

While there have been quite a number of projects, beyond these 
listed above, in which the use of negative impedances in transmission 
lines has been studied, the list is representative except for the work 
of L. A. lVleacham dealt with separately in Section VII. 

A handicap in many of the projects was the goal of a line with zero 
net loss which at the same time could tolerate terminations of any 
passive impedance whatsoever. We have seen that this is an impossible 
goal. The closer we approach zero net loss, the more restricted the range 
of terminating impedance becomes until, at zero, termination must be 
perfect except in the few special situations indicated in Section 5.10.2. 
But similar re~LricLiolls apply to other ways of reducing line loss also. 
It was shown clearly in the early years of repeatered lines8- 1o that 
irregularities in the line and imperfect terminations severely limited the 
amount of gain that could be used in a line. A paper, "Some Funda
mental Properties of Transmission Systems, "27 was written by F. B. 
Llewellyn in part to show that the restrictions that are necessary for 
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transmission circuits to be stable are essentially the same whether 
unilateral amplifiers or negative impedances are used to reduce the 
losses. 

VII. MEACHAM'S WORK 

In 1963, a new look at the use of negative-resistance lumps placed 
uniformly in a line was begun. 

7.1 Meacham NIB unit 

The point- of departure here was a fairly simple realization of a 
negative-resistance circuit. The generation of negative resistance was 
not accomplished in a single device, as in some previous situations, 
but by the cross coupling of two transistors in a simple way. Though 
derived independently, it is similar to the Wallace circuit of Fig. 22b 
in that it uses an npn and a pnp transistor. But the IVleacham circuit 
does not use coupling capacitors. Two advantages come from this: 
the negative resistance is usable down to dc, and the physical bulk of 
the capacitors is eliminated. The circuit could be realized also by a 
single pnpn device. Later in the investigation, the negative resistance 
was made highly linear by the addition of two diodes, and the trans
mission shaping possibilities were enlarged by adding a resistance and 
capacitance in shunt. I8 The IVleacham negative-impedance circuit and 
its voltage-current characteristic are shown in Fig. 23. These negative 
impedances were used for the transmission curves of Figs. 6, 7, 8, 
and 9. And while these were plotted from calculated data, measured 
performances of the real physical lines are always in very good agree
ment with those calculated. Some work was done to demonstrate that 
the NIB units could be built in very small integrated-circuit form. 

7.2 Field tests 

Two field tests were successfully completed and numerous laboratory 
demonstrations made. The lines constructed for these tests provided 
excellent transmission with low phase and nonlinear distortion for a 
variety of signals. Lines in both tests were about 32 miles long. One 
was a single circuit in a suburban exchange area, part aerial cable and 
part underground cable. I8 The other test involved three circuits using 
three order wire pairs in the L4 spur cable from Netcong to Newark, 
New Jersey. Extensive measurements of these were made over a 
period of about a year. They were operated at a net loss of about 3 
dB and had very low noise and a satisfactory return loss. The longi
tudinal interfering currents were negligible. Signals from a 202D Data 
Set system (frequency-shift keying at 1200 bits/second) with its 
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Fig. 23-Circuit diagram for Meacham negative-impedance unit with equivalent 
circuit and voltage-current curve. 

equalizers removed were sent through one of these lines having a 
bandwidth of about 5 kHz with no noticeable distortion (see Fig. 
24a). With a slight rearrangement at the terminals, baseband rec
tangular binary pulse signals at a 12-kHz rate were easily transmitted, 
as may be seen from the eye diagram of Fig. 24b. These lines were 
designed for essentially flat attenuation curves. If the NIB unit 
parameters are chosen to have the most linear phase curve instead, 
pulse transmission is even better. This is shown in Figs. 24c and 24d 
for such a line consisting of nine 6000-foot sections. Figure 24c is the 
response to a single 50-,us rectangular pulse and Fig. 24d is the response 
to a pseudo-random-pulse train at 14 Kbauds and 16 levels. 

Suitable means were worked out for precise measuring of the NIB 
units and for measuring the overall net resistance of the operating line. 

7.3 Papers published 

Two papers have been published on parts of the work, one by L. A. 
l\1eacham18 and the other by A. L. Hopper.22 The purposes of the 
present paper are: (i) to present a comprehensive general view of the 
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(a) 2020 DATA SEJ SOURCE 
EQUALIZERS REMOVED 1.2 kBIT/s 

(e) RESPONSE TO SINGLE 50 fLs 
RECTANGULAR PULSE 

(b) BASEBAND TRANSMISSION-
12 kHz BINARY 

(d) RESPONSE TO PSEUDO-RANDOM 
TRAIN - 14 kBAUD,16 LEVELS 

Fig. 24-Pulse transmission in NIB lines. Parameters chosen for flat attenuation 
in (a) and (b) and for linear phase in (c) and (d). 

properties of NIB lines (Section V), (ii) to describe the earlier work 
on negative-impedance boosting, and (iii) to present additional 
results not given in the two previous papers, notably the work on 
stability outlined in Section 5.10. The author of the present paper 
began work with this project late in 1968. 

The paper by lVleacham is a general one describing the negative
impedance unit, how it is used in the line, and the improved trans
mission which results in various situations. The one by Hopper is on 
the design of NIB lines following the viewpoint mentioned above, 
namely, varying the parameters of the NIB unit to achieve desired 
transmission properties in a NIB line made up of these units added 
periodically to a particular uniform line. 

In all the work on this project, the approach was not to try to build 
a NIB unit to have a certain impedance Z L, but to vary the parameters 
of this particular NIB circuit configuration to obtain certain desirable 
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transmission properties of the combination of transmission line plus 
booster. This provides advantages as well as restrictions. 

7.4 Design of NIB lines 

The use of the high-speed digital computer was essential in carrying 
out this process. Details of this method and design results for a number 
of uniform lines and various bandwidths are given in Hopper's paper. 
The curves of Fig. 4 on the relation between spacing and bandwidth 
are one result of this work. These designs are for zero net loss and are 
just stable. Some backing away from this condition is necessary for 
practical operation. The transmission objective in most of these 
examples is as flat an attenuation curve as possible. However, it is 
possible to make a somewhat different choice of parameters to get as 
nearly linear phase curve as possible. Some work, not published, was 
also done in choosing parameters so that some measure of distortion in 
pulse transmission would be a minimum. In this work of designing 
NIB lines, the two NIB units in the two wires of one section of line 
are represented by the equivalent circuit shown in Fig. 23. 

7.5 Choosing element values for the NIB unit 

The designs for the lines are expressed in terms of the parameters 
of the equivalent circuit. How these are translated into the element 
values of the real physical circuit (see Fig. 23) is described in un
published notes by D. M. Chapin and is outlined below. 

An important parameter of the l\1eacham NIB unit is the voltage 
V K, which is the difference between the emitter-base voltage for a 
transistor and the voltage drop across its associated diode. The diodes 
were added to counteract the nonlinearity of the transistor emitter
base junction. Most of the units were built with silicon transistors and 
germanium diodes that provide a value of about 0.5 V for V K. For 
smaller values of V K, the current range over which the negative 
resistance appears is less, and disappears for V K = o. The circuit will 
operate as a negative resistance without the diodes, but will not be as 
linear. 

The first element to be chosen is the resistor R 2• There are three 
ways this may be chosen, but the most direct is the follo·wing: 

R2 = a Rp + VK 

2a - 1"2 (2a - 1) D ' 

where a is the a of the transistor, V K the parameter mentioned above, 
Rp is the positive resistance in the equivalent circuit, and D is the 
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current range of the negative resistance Ie - h in the V-I curve of 
Fig. 23. The parameter Rp is 

R = 4RIR2 
P Rl + R2' 

and, as mentioned above, applies to the two units, whereas the element 
values are being derived for a single unit. From studies of the NIB 
line process, a very good value for Rp which is used in most designs is 

Rp = 100 ohms. 

The above choice for R2 is nearly the same as that which would have 
been obtained to minimize the total dc voltage drop across units and 
line per section. Or it could have been done by 

R2 = VK/h, 

where Ib is the value of current at which the negative resistance begins 
in the V-I curve. 

Then, Rl is determined by 

R - R2Rp 
1 - 4R2 - Rp 

It may be shown that 

R n = R 3 (2a - 1 )R2 - R 1 

2 Rl + R2 

and 

If RL is the total (both conductors) resistance of the nonboosted 
line per section, we have .1r = Rp - Rn + RL with which to determine 
the required Rn, where .1r is the net low-frequency resistance per 
section as used in Section 5.10. From these we have for Ra 

R3 = (Rp + RL - .1r)(Rl + R2). 
2[(2a - 1)R2 - RIJ 

If the circuit is operated without the diodes, V K is replaced by Veb. 
The choice of Rs and C s is discussed in Hopper's paper, Ref. 22. 

This completes the translation of the equivalent-circuit parameters 
into the elements of the real NIB circuit. 

To keep the net resistance .1r close to its desired value, it is necessary 
that negative resistance (Rn - Rp)/2 be adjusted quite precisely. 
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The simplest way to do this is to build the units with elements of 
reasonable tolerances except for R 3• Then, with a standard variable 
resistor connected in place of R 3, this variable resistor is adjusted 
until the measured value of (Rn - Rp) /2 reaches its desired value. 
The variable resistor is then replaced by a fixed one of this value. 

The measurement is simply made by superimposing a small low
frequency current on the bias current, which is (Ie + h)/2. A standard 
variable positive resistance in series with the NIB unit is then adjusted 
for a null in voltage across the combination which indicates equality 
of positive and negative resistance. 

7.6 Temperature compensation 

Compensation for temperature variations in the lines of the two 
field tests was made by replacing part of the fixed resistor R3 in Fig. 23 
by a resistor wound with a nickel alloy having a suitable positive 
temperature coefficient. Thus, the negative resistance of the NIB 
unit, R n , increases as the cable resistance RL increases. This method is 
particularly effective and simple when the temperature-sensitive 
resistor can be in the same temperature environment as the line. 

VIII. CONCLUSIONS 

Knowledge about the properties of NIB transmission lines, which are 
lines into which negative-impedance units have been inserted periodi
cally, has been advanced considerably by this latest investigation. The 
distinctive properties of these lines stem largely from the way the 
sources of energy replacement, that is, the negative-impedance units, 
are coupled into the line. The cost and bulk of coil or resistance hybrids, 
necessary when unilateral amplifiers are used, are avoided and bilateral 
transmission is provided directly. The reflections caused by the 
insertion of these units into the line cancel each other up to a certain 
cutoff frequency when the units are uniformly spaced and the line is 
terminated approximately in its image impedance. There is an approxi
mately inverse relationship between this cutoff frequency and the 
spacing of the units. 

Two separate field test lines, each about 32 miles long, were con
structed and operated for some time. One of these was in a suburban 
exchange area and used partly aerial and partly underground cable. 
The other used order wires in the L4 spur cable (underground) between 
Netcong and Newark, New Jersey. Both of these demonstrated, in 
agreement with analysis, that these NIB lines can be operated stably, 
with a margin, at a net loss of about 2 dB and that they can provide 
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high-quality transmission with low-phase and nonlinear distortion for 
speech or pulse signals. Because the NIB units are effective down to 
dc, baseband transmission of pulse signals is possible and was demon
strated on the test lines. 

Two problems have held back the use of these lines. The first has 
to do with the effect of temperature variations of the transmission 
lines. A simple method for the correction of these variations which 
has been effective in the test lines is not universally applicable. It 
requires the temperature of the booster to be simply related to that of 
the line. The second is the susceptibility of the line to certain kinds of 
interfering currents and is more fundamental, as no satisfactory way 
to overcome it has been found. In well-balanced conventional trans
mission lines, the effect of induced longitudinal interfering currents 
is negligible. In NIB lines, these currents must flow through the NIB 
units and if the interfering currents are large compared with the signal 
currents, they may cause the total dynamic current to go outside the 
region of negative resistance and, hence, cause large distortion. This 
effect limits the use of NIB lines to environments where interfering 
currents are small. The interfering currents were negligible in the two 
test lines, and there are probably many such situations. Nevertheless, 
it is apparent that the use of the negative-impedance method to reduce 
attenuation is worthy of further consideration in certain situations, 
as for example in those which are similar to the N etcong-N ewark field 
test, even though because of the above difficulties the method may not 
be suitable for use in all situations. 

IX. ACKNOWLEDGMENT 

The writer is glad to acknowledge the encouragement given by J. A. 
Young and B. G. King, and the important contributions of A. L. 
Hopper and D. ~VI. Chapin in the work of this project begun by L. A . 
.iVleacham. He is grateful for the suggestions and criticisms of K. 
Bullington who kindly read through the paper. 

REFERENCES 

1. T. Shaw, "The Conquest of Distance by Wire Telephony; A Story of Trans
mission Development From the Early Days of Loading to the Wide Use of 
Thermionic Repeaters," B.~.T.J., 28, No.4 (October 1944), pp. 337-421. 

2. T. Shaw, "Evolution of Inductive Loading for Bell System Telephone Facilities," 
B.S.T.J., 80, Nos. 1, 2, 3, and 4 (January, April, July, and October 1951). 

3. G. A. Campbell, "On Loaded Lines in Telephonic Transmission," Phil. Mag., 
Sixth Series, 5 (January-June 1903), pp. 313-330. Also in Collected Papers of 
George A. Campbell, a commemorative volume published by AT&T in 1937. 

4. B. Gherardi and F. B. Jewett, "Telephone Repeaters," Trans. AlEE, .'38 (1919), 
pp. 1287-1345. 

NEGATIVE-IMPEDANCE UNITS 1891 



5. A. B. Clark, "Telephone Transmission Over Long Cable Circuits," B.S.T.J., 2, 
No.1 (January 1923), pp. 67-94. 

6. A. B. Clark, "The Development of Telephony in the United States," Trans. 
AlEE, Part I, Com. and Elec., 71 (November 1952), pp. 348-363. 

7. F. B. Jewett, "Dr. George A. Campbell," and "Dr. Campbell's Memoranda of 
1907 and 1912," B.S.T.J., 14, No.4 (October 1935), pp. 553-572. 

8. G. Crisson, "The Limitation of the Gain of Two-Way Telephone Repeaters by 
Impedance Irregularities," B.S.T.J., 4, No.1 (January 1925), pp. 15-25. 

9. G. Crisson, "Irregularities in Loaded Telephone Circuits," B.S.T.J., 4, No.8 
(October 1925), pp. 561-585. 

10. L. G. Abraham, "Certain Factors Limiting the Volume Efficiency of Repeatered 
Telephone Circuits," B.S.T.J., 12, No.4 (October 1933), pp. 517-532. 

11. L. G. Abraham, "Circulating Currents and Singing on Two-Wire Cable Circuits," 
B.S.T.J., 14, No.4 (October 1935), pp. 600-631. 

12. G. Crisson, "Negative Impedances and the Twin 21-Type Repeater," B.S.T.J., 
10, No.3 (July 1931), pp. 485-513. 

13. E. W. Herold, "Negative Resistance and Devices for Obtaining It," Proc. IRE, 
23, No. 10 (October 1935), pp. 1201-1223. 

14. A. W. Hull, "Description of the Dynatron," Proc. IRE, 6, No.1 (February 1918), 
pp.5-35. 

15. K. D. Smith, "The IMPATT Diode-A Solid-State Microwave Generator," Bell 
Laboratories Record, 45, No.5 (May 1967), pp. 144-148. 

16. R. S. Englebrecht, "Bulk Effect Devices for Future Transmission Systems," Bell 
Laboratories Record, 45, No.6 (June 1967), pp. 192-198. 

17. J. G. Linvill, "Transistor Negative Impedance Converters," Proc. IRE, 41, 
No.6 (June 1953), pp. 725-739. 

18. L. A. Meacham, "Negative Impedance Boosting," B.S.T.J., 47, No.6 (July
August 1968), pp. 1019-1041. 

19. J. L. Merrill, Jr., "Theory of the Negative Impedance Converter," B.S.T.J., 
30, No.1 (January 1951), pp. 88-109. 

20. J. L. Merrill, Jr., A. F. Rose, and J. O. Smethurst, "Negative Impedance Tele
phone Repeaters," B.S.T.J., 33, No.5 (September 1954), pp. 1055-1092. 
J. Gammie and J. L. Merrill, Jr., "Stability of Negative Impedance Elements 
in Short Transmission Lines," B.S.T.J., 34, No.2 (March 1955), pp. 333-360. 

21. A. L. Bonner, J. L. Garrison, and W. J. Kopp, "The E6 Negative Impedance 
Repeater," B.S.T.J., 39, No.6 (November 1960), pp. 1445-1504. 

22. A. L. Hopper, "Computer-Aided Analysis and Design of Negative Impedance 
Boosted Transmission Lines," IEEE Trans. on Comm. Technology, 19, No.4 
(August 1971), pp. 501-516. 

23. K. Bullington, "U. S. Patent 2,360,932, Negative Resistance Loading," April 
25, 1942. 

24. K. G. Van Wynen, unpublished notes, 1950. 
25. H. W. Bode, Network Analysis and Feedback Amplifier Design, Chapter 8. 
26. C. Gewertz, "Synthesis of Networks," J. Math. and Phys., M.LT., January 1933. 
27. F. B. Llewellyn, "Some Fundamental Properties of Transmission Systems," 

Proc. IRE, 40, No.3 (March 1952), pp. 271-283. 
28. W. H. Ku, "A Simple Derivation for the Stability Criterion of Linear Active 

Two-Ports," Proc. IEEE, 58, No.3 (March 1965), pp. 310-311. 

1892 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1974 



Contributors to This Issue 

Syed V. Ahamed, B.E., 1957, University of l\fysore, India; l\1.E., 
1958, Indian Institute of Science; Ph.D., 1962, University of l\1an
chester, U. K.; Post Doctoral Research Fellow, 1963, University of 
Delaware; Assistant Professor, 1964, University of Colorado; Bell 
Laboratories, 1966-. 1\1r. Ahamed has worked in computer-aided 
engineering analysis and software design. He has applied algebraic 
analysis to the design of domain circuits and investigated computer 
aids to the design of bubble circuits. Since 1972 he has been investigat
ing microwave devices. 

Chester W. Anderson III, B.A. (Physics), 1964, University of 
Wichita; l\1.Sc. (Physics), 1966, Wichita State University; Ph.D. 
(Physics), 1970, University of Alberta, Edmonton, Canada; Captain, 
U. S. Army, Electronic Technology and Devices Laboratory, USEC01\I, 
Fort l\Ionmouth, N. J., 1970-1972; Bell Laboratories, 1972-. l\lr. 
Anderson is a member of the Fundamental Interference Studies 
Group of the Interference and Protection Laboratory at Bell Labora
tories. 1\Iember, American Geophysical Union, American Association 
for the Advancement of Science, Institute of Navigation. 

David McE. Soulin, B.S. (Physics) 1965, Bethany College; 1\1.S. 
(Physics), 1971, Newark College of Engineering; Bell Laboratories 
1966-. 1\lr. Boulin was initially involved in crystal growth studies. 
He is presently engaged in the fabrication and study of dual-dielectric 
charge-storage devices. 

J. E. Goe", B.E.E., 1962, l\1.S., 1963, and Ph.D. (E.E.), 1965, 
Cornell University; Bell Laboratories, 1965-1974. While at Cornell, 
l\Ir. Goell was a teaching assistant and held the Sloan Fellowship and 
the National Science Cooperative Fellowship. At Bell Laboratories, 
he worked on solid-state repeaters for millimeter wave communication 
systems and optical integrated circuits, and repeaters for optical fiber 
communication systems. Member, Tau Beta Pi, Eta Kappa N u, 
Sigma Xi, Phi Kappa Phi, IEEE. 

1893 



Robert M. Gray, B.S. and 1V1.S., 1966, 1V1assachusetts Institute of 
Technology; Ph.D., 1969, University of Southern California. 1Vlr. Gray 
is an Assistant Professor of Electrical Engineering at Stanford Uni
versity engaged in research and teaching in random processes com
munication and information theory, and data compression. He is past 
chairman of the San Francisco Chapter of the IEEE Information 
Theory Group. Member, IEEE, SIAM:, l\1AA, Il\11S, AAAS, Sigma Xi, 
Eta Kappa Nu. 

John c. Irvin, B.A. (physics), 1949, l\1iami University, l\1.A., 1953, 
and Ph.D., 1957 (both physics), University of Colorado; Bell Labora
tories, 1957-. l\1r. Irvin was initially engaged in the investigation of 
bulk silicon and of diffused layers of silicon. He later became involved 
in the development of microwave diodes, especially gallium arsenide 
varactor, mixer, Gunn, and Il\1PATT diodes. After an interlude in 
surface-state physics, he returned to the microwave device field and is 
currently concerned with gallium arsenide Il\1P ATT diodes and field
effect transistors. Member, IEEE, American Physical Society, Sigma 
Xi, Phi Beta Kappa. 

Dawon Kahng, B.Sc., 1955, Seoul University; M.Sc., 1956, Ph.D., 
1959, The Ohio State University; Instructor, The Ohio State Uni
versity, 1959; Bell Laboratories, 1959-. Mr. Kahng has worked on 
studies of impurity diffusion into silicon, feasibility studies of MOS 
transistors, hot electron devices, and on silicon epitaxial film doping 
profile studies. Since 1964, he has supervised a group concerned with 
development of surface barrier diodes, large gap and ferroelectric semi
conductors, and luminescence in thin-film devices, charge-coupled 
devices, and MIS charge-storage memory devices. Fellow, IEEE; Life 
Member, Korean Physical Society; Member, Sigma Xi, Pi Mu Epsilon. 

Louis J. Lanzerotti, B.S. (Engineering Physics), 1960, University 
of Illinois; lVLA., 1903, and Ph.D., 1965, Harvard Univcrsity; Bell 
Laboratories, 1965-. In 1972, l\1r. Lanzerotti served as Visiting 
Scientist in the Department of Physics, University of Calgary. At 
Bell Laboratories, he is a member of the Radiation Physics Depart
ment. l\1ember, American Physical Society, American Geophysical 
Union, Society of Terrestrial l\1agnetism and Electricity of Japan. 

1894 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1974 



Joseph R. Ligenza, B.S. (Chemistry), 1951, Illinois Institute of 
Technology; IVLA., 1952, and Ph.D. (Physical Chemistry), 1954, 
Columbia University; Bell Laboratories, 1954-. Mr. Ligenza has 
been engaged in studies on aspects of silicon oxidation and chemical 
reactions in plasmas. 1\1ember, Sigma Xi, Phi Lambda Epsilon. 

Carol G. Maclennan, A.B. (l\Iathematics), Pembroke College in 
Brown University, 1960; Bell Laboratories, 1960-. In 1963-1964, 
1\1s. l\1aclennan was on the staff of the Cornell University Compu
tation Center. Since 1964, she has been a member of the Radiation 
Physics Research Department at Bell Laboratories. 

Jack M. Manley, B.S. (Electrical Engineering), 1930, University 
of IVlissouri; Bell Laboratories, 1930-1974. He was first concerned with 
theoretical and experimental studies of nonlinear electric circuits. 
The l\1anley-Rowe relations are a result of this work. A few years 
were spent in adapting nonlinear coils to generate very high voltage 
pulses for use in radar transmitters. He later worked with new multi
plex methods for communication systems, including early research 
work on PC 1\1. Afterward, he was engaged in transmission-line 
research, then in study of noise problems in digital transmission 
systems. During the past several years he has been studying the use 
of negative impedances in transmission lines. Upon retirement, he was 
appointed Visiting Professor in the Department of Electrical and 
Computer Engineering of the University of Wisconsin at lVladison. 
Fellow, IEEE; member, Sigma Xi, Tau Beta Pi, Eta Kappa Nu. 

Dietrich Marcuse, Diplom Vorpruefung, 1952, Dipl. Phys., 1954, 
Berlin Free University; D.E.E., 1962, Technische Hochschule, Karls
ruhe, Germany; Siemens and Halske (Germany), 1954-1957; Bell 
Laboratories, 1957-. At Siemens and Halske, lVlr. l\1arcuse was en
gaged in transmission research and studying coaxial cable and circular 
waveguide transmission. At Bell Laboratories, he has been engaged in 
studies of circular electric "mveguides and work on gaseous masers. He 
spent one year (1966-1967) on leave of absence from Bell Laboratories 
at the University of Utah. He is presently working on the transmission 
aspect of a light communications system. lVlr. l\1arcuse is the author of 
three books. Fellow, IEEE; member, Optical Society of America. 

CONTRIBUTORS TO THIS ISSUE 1895 



Charles T. Neppell, B.A. (Physics), 1965, Queens College; Bell 
Laboratories, 1968-. Mr. N eppell's early work at Bell Laboratories 
was in semiconductor device physics and included spectroscopic inves
tigations of semiconductor properties. As a member of the Unipolar 
Integrated Circuit Laboratory, he is presently involved in designing 
and testing semiconductor memory circuits. 

William J. Sundburg, B.S.E.E., 1968, Newark College of Engineer
ing; l\1.S.E.E., 1971, Rutgers; Bell Laboratories, 1959-. l\1r. Sund
burg initially worked in the Surface Physics Research Department 
on semiconductor surface phenomena. In 1965 he transferred to the 
Physical Chemistry Research Department to study oxide film growth 
on single crystal metals in ultrahigh vacuum. From 1969 to present, 
IHr. Sundburg has been working in the Unipolar Integrated Circuit 
Laboratory designing and testing integrated circuits. 

K. K. Thornber, B.S., 1963, M.S. (E.E.), 1964, Ph.D. (E.E.),1966, 
California Institute of Technology; Research Associate, Stanford 
Electronics Laboratories, 1966-68; Research Assistant, Physics 
Department, University of Bristol, 1968-69; Bell Laboratories, 1969-. 
Mr. Thornber is a member of the Unipolar Integrated Circuit 
Laboratory. 

Aaron D. Wyner, B.S. 1960, Queens College; B.S.E.E., 1960, l\1.S., 
1961, and Ph.D., 1963, Columbia University; Bell Laboratories, 
1963-. l\1r. Wyner has been doing research in various aspects of 
information and communication theory and related mathematical 
problems. He spent the year 1969-1970 visiting the Department of 
Applied l\1athematics, Weizmann Institute of Science, Rehovot, 
Israel, and the Faculty of Electrical Engineering, the Technion, Haifa, 
Israel on a Guggenheim Foundation Fellowship. He has also been a 
full- and part-time faculty member at Columbia University and the 
Polytechnic Institute of Brooklyn. He has been chairman of the 
Metropolitan New York Chapter of the IEEE Information Theory 
Group, and has served as an associate editor of the Group's Transac
tions and as cochairman of two international symposia. He is presently 
second vice-president of the IEEE Information Theory Group. 
l\1ember, IEEE, AAAS, Tau Beta Pi, Eta Kappa Nu, Sigma Xi. 

1896 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1974 



THE BELL SYSTEM TECHNICAL JOURNAL is abstracted or indexed by Ab

stract Journal in Earthquake Engineering. Applied Mechanics Review, Applied 

Science & Technology Index, Chemical Abstracts, Computer Abstracts, Com
puter & Control Abstracts, Current Papers in Electrical & Electronic Engineering, 

Current Papers on Computers & Control, Electrical & Electronic Abstracts, Elec

tronics & Communications Abstracts Journal, The Engineering Index, Interna

tional Aerospace Abstracts, Language and Language Behavior Abstracts, Mathe

matical Reviews, Metals Abstracts, Science Abstracts, and Solid State Abstracts 
Journal. Reproductions of the Journal by years are available in microform 
from University Microfilms, 300 N. Zeeb Road, Ann Arbor, Michigan 48106. 



@ Bell System 


